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Editorial

Journal of Economics and Behavioral Studies (JEBS) provides distinct avenue for quality research in the ever-
changing fields of economics & behavioral studies and related disciplines. Research work submitted for
publication consideration should not merely limited to conceptualization of economics and behavioral
developments but comprise interdisciplinary and multi-facet approaches to economics and behavioral
theories and practices as well as general transformations in the fields. Scope of the JEBS includes: subjects of
managerial economics, financial economics, development economics, finance, economics, financial
psychology, strategic management, organizational behavior, human behavior, marketing, human resource
management and behavioral finance. Author(s) should declare that work submitted to the journal is original,
not under consideration for publication by another journal, and that all listed authors approve its submission
to JEBS. Author (s) can submit: Research Paper, Conceptual Paper, Case Studies and Book Review. Journal
received research submission related to all aspects of major themes and tracks. All submitted papers were
first assessed by the editorial team for relevance and originality of the work and blindly peer-reviewed by the
external reviewers depending on the subject matter of the paper. After the rigorous peer-review process, the
submitted papers were selected based on originality, significance, and clarity of the purpose. The current
issue of JEBS comprises of papers of scholars from South Africa, Zimbabwe, Ethiopia, Nigeria and Indonesia.
Efficiency and profitability analysis of agricultural cooperatives, the rural immigration effects on urban
service delivery, relationships and causality between consumer price index, the producer price index and
purchasing manager’s index, small-scale agriculture as a panacea in enhancing rural economies, financial
sector liberalization and financial instability, factors to measure the performance of private business schools,
determinants of informal land renting decisions, benefits of an irrigation scheme and its determinants,
China’s progress in poverty reduction, analysis of nation brand attractiveness, success factors for creating
spin-out companies, cash flow volatility and firm investment behaviour, use of social media in public
relations, contrasting contemporary advertising media strategies, uptake of efficient marketing strategies,
service quality of public technical, vocational, education colleges, promotional tools employed by medical
insurance companies, treasury single account, political institutions and macroeconomic factors, positive and
negative antecedents of consumer attitude, financing smallholder rice farmers, characteristics of credit
instruments, the nexus between narcissist followers and leaders, trade performance under alternative
exchange rate regimes, dual process difference in families and subjective risk tolerance of south african
investors were some of the major practices and concepts examined in these studies. Current issue will
therefore be a unique offer where scholars will be able to appreciate the latest results in their field of
expertise, and to acquire additional knowledge in other relevant fields.

Prof. Sisira R N Colombage, Ph. D.
Editor In Chief
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Efficiency and Profitability Analysis of Agricultural Cooperatives in Mpumalanga, South Africa

Thembi Xaba®, Nyankomo Marwa, Babita Mathur-Helm
University of Stellenbosch Business School, Bellville, South Africa
thembix@gmail.com, nyankomo@sun.ac.za, babita@sun.ac.za

Abstract: Agricultural cooperatives are expected to generate sustainable profit as they are established as a
vehicle of economic development. Efficiency and profitability analysis measures the performance of a firm,
and assists management in decision-making through benchmarking with other firms (Marwa & Aziakpono,
2014). To understand the performance of agricultural cooperatives, our study analysed efficiency and
profitability using an efficiency-profitability matrix to provide for multi-dimensional analysis. The study used
secondary data from annual financial statements for the financial years 2015/16 collected from 19
agricultural cooperatives. Technical efficiency was estimated using Data Envelopment Analysis (DEA) and
profitability was estimated using Returns on Assets (ROA). The median scores were 68% for technical
efficiency and 10% for profitability. Using the 68% efficiency and 10% profitability benchmark, the matrix
separated best performers from low performers. The matrix indicated that 26% of the cooperatives had high-
efficiency levels with high profitability (stars), however there was an even distribution between the stars and
sleepers: 5 out of 19 cooperatives were sleepers and 5 out of 19 were stars. The majority of the decision-
making units (DMUs) at 42% (8 out of 19) are in quadrant 3, categorised as ‘question mark’. These DMUs had
low-efficiency scores and low profitability ratios. Only 1 out of 19 cooperatives had high-efficiency levels and
low profitability scores. The results demonstrate that technically efficient firms do not always translate to
profitable firms: in this regard, management needs to investigate how best to allocate resources in order to
remain relevant within the business context and competition. Policy makers need to investigate other drivers
of efficiency and profitability when measuring the performance of a firm to influence future policy directives.

Keywords: Agricultural cooperatives, profitability, efficiency, Mpumalanga, South Africa

1. Introduction

Cooperatives are formed as a vehicle of economic development, as members or small producers combine to
capture economies of size, and therefore have bargaining power (Lerman & Parliament, 1991). In South
Africa agricultural cooperatives are regulated under the Cooperative Act of 2005, and the cooperatives are
regarded as a vehicle to economic inclusion (Ortmann & King, 2007a). The Act defines an agricultural
cooperative as ‘a co-operative that produces processes or markets agricultural products and supplies
agricultural inputs and services to its members. The major role of the Cooperative Act has been to coordinate
functions such that cooperatives promote economic and social development through employment creation
and generating income (Ortmann & King, 2007a). Since the enactment of the Cooperative Act, there have been
concerns over whether the cooperatives are achieving economic and social development goals (Ortmann &
King, 2007b; Chibanda, Ortmann & Lyne, 2009).

Performance evaluation is important, as it enables the firm to identify underlying problems, and to
benchmark with other firms in the industry (Charnes and Cooper, 1984). Performance analysis is also
important as it is considered a significant factor in driving the survival of a firm (Keramidou, Mimis,
Fotinopoulou, & Tassis, 2013). This study employs performance measurement through efficiency and
profitability analysis. The objective of the study is to establish if the cooperatives as organisations are
efficient and profitable, can withstand economic shocks, and are able to achieve economic gains for its
members or patrons. The study also tests the correlation between efficiency and profitability, that is, whether
efficient cooperatives are also profitable. Data Envelopment Analysis (DEA) was employed to measure
efficiency and Return on Assets (ROA) was used to measure profitability. The study further employed the
profitability-efficiency matrix to determine the correlation between profitability and efficiency, separating
the best performers from low performers.
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2. Theoretical Literature Review

Cooperative as a Firm (Theory of a Firm): Studies of cooperative behaviour linked to firms have always
advanced that agricultural cooperatives seek to minimise costs or inputs with the objective of maximising
profits (Helmberger & Hoos, 1962; Aoki, 1984). Helmberger and Hoos used the neo-classical theory of the
firm to develop short-run and long-run models of a cooperative, where each firm maximises its profits subject
to its cost structure and product demand constraints (Helmbeger & Hoos, 1962). However, Emelianoff argued
that cooperatives should be viewed as aggregate economic units, with a vertical integration model, where
each independent enterprise seeks to maximise profits (Emelianoff, 1995). The extension of this argument is
augmented by Phillips, who holds that cooperatives are vertically integrated firms, as the associated firms
must each allocate resources to a common plant (Phillips, 1953). This theory underpins that a single
integrated firm maximises profits through inputs from different firms, performing different functions, and yet
are brought under single managerial control (Emelianoff, 1995; Helmberger & Hoos, 1962).

However fundamental problems have been pointed out from the vertical firm theory and profit maximisation
objective, citing the agency problem where the objectives of the agent are not the same as that of the principal
(Sykuta & Chaddad, 1999). The challenges are horizon problems, as cooperatives are seen to be focusing on
short-term earnings rather than long-term earnings and sustainability (Porter & Scully, 1987; Ortmann &
King, 2007b). It is also noted that cooperatives not only address the profit maximisation role, but they also
need to balance social needs through economic fairness by equal access to markets, which means that over
and above profitability the interests of the community become paramount (Schwettmann, 1997). Another
argument advanced by Sexton and Iskow (1988) is that performance of a joint entity might be distorted, as
different entities each have their own assets and can shift income from one entity to another. Having noted
the conflicting measurement gaps, the fundamental objection remains that cooperative members are more
concerned about the financial performance of their entity (Hardesty & Salgia, 2003).

Suffice it to say, as much as members are entitled to the net income generated by the cooperative, they are
equally residual risk bearers of the firm’s net cash flow (Soboh, Lansink, Giesen & Van Dijk, 2009).
Notwithstanding the above, this study acknowledges the opposing views, however it has adopted the classical
theory of a firm, that of cost minimisation and maximising output for profit maximisation, as across various
theories, the common goal of profit maximisation is evident, with economic gains for economic advancement
in developing economies. The adoption is also consistent with the theory adopted in the preceding paper on
efficiency measurement, where the classical theory of a firm was adopted, with the objective of cost
minimisation and profit maximisation (Helmberger & Hoos, 1962). This literature review section follows with
a look at agricultural cooperatives and efficiency evaluation, and agricultural cooperatives and profitability
evaluation.

Agricultural Cooperatives and Efficiency Evaluation: Performance evaluation through efficiency
measurement analyses the ability of a firm to produce the maximum output possible given input constraints
(Coelli, Rao, O’'Donnell & Battese, 2005). According to Koopmans (1951), an input-output vector is technically
efficient only if increasing any output or decreasing any input is possible by decreasing some other output or
increasing some other input (Koopmans, 1951). This study employs technical efficiency (TE) which measures
the performance of a firm using the extent to which it deviates from the best practice frontier given a specific
dimension: cost, inputs, output or profit (Marwa & Aziakpono, 2016). A firm is only technically efficient if it
operates on the frontier and all associated slacks are zero (Debreu, 1951). Efficiency can be measured with
either accounting or economic methods. The accounting principle applies ratios as a measure of efficiency
(Charnes & Cooper, 1984; Halkos & Salamouris, 2004). Economic methods present various techniques of
measuring efficiency and TE: however, frontier estimation models such as Stochastic Frontier Analysis (SFA)
and Data Envelopment Analysis (DEA) generally dominate (Marwa & Aziakpono, 2016).

Stochastic Frontier Analysis: SFA is a parametric approach which can estimate the productivity and
efficiency of a decision-making unit (DMU). SFA was developed on theoretical literature of productive
efficiency (Meeusen & Van Den Broeck, 1977; Aigner, Lovell & Schmidt, 1977), and resulted in developing the
production frontier context (Kumbhakar & Lovell, 2000). SFA creates a framework that can analyse firms that
do not succeed in optimisation, or are not fully efficient, by comparing firms to ‘best practice’ (Cummins, Feng
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& Weiss, 2012). According to Andor & Hesse (2011), the limitation of SFA is that the best it can do is to obtain
a ‘mean’ efficiency over a sample.

Data Envelopment Analysis: DEA, as developed by Charnes, Cooper and Rhodes in 1978, known as the CCR
model, introduced the efficiency measurement which generalised the single output and single input ratio to
multiple inputs and outputs without requiring pre-assigned weights (Charnes & Cooper, 1984). The
methodology emerged as an alternative to the traditional regression method analysis. The units that lie in the
‘surface’ are defined as ‘efficient’ DMUs (Murillo-Zamorano, 2004). The limitation of DEA is its ‘non-
stochastic’ nature: it does not account for statistical noise (Lovell, 1994). However, this limitation is
addressed by employing a bootstrapping method (Efron & Tibshirani, 1998; Simar & Wilson, 2000). For
efficiency measurement, this study adopted the DEA: Liu, Lu, Lu and Lin (2013), having surveyed DEA
applications, found that DEA was more robust in measuring efficiency than parametric approaches from 1978
to 2000, in which agriculture efficiency analysis was listed within the top five applications in which DEA had
been applied. DEA deals with individual DMUs as opposed to the population average, it utilises n optimisation
for each DMU, which makes DEA results more reliable (Moffat, 2008).

Agricultural Cooperatives and Profitability Evaluation: Profitability is the primary goal of any business
venture (Hofstrand, 2009). It can be measured as the net income over total expenses or the excess revenue
over total expenses, or by return on assets (ROA) which is income before interest and taxes divided by total
assets (Moller, Featherstone & Barton, 1996; Marwa & Aziakpono, 2014). Within the theory of the firm,
optimal prices and quantities are determined by setting the cooperative’s marginal cost equal to the marginal
revenue and therefore the profit becomes the cooperative performance indicator (Soboh et al,, 2009). It is
noted that cooperatives behave differently in establishing profitability as they are user-owned, user-benefit,
and user-controlled and they serve the interest of the members (Hardesty & Salgia, 2003, Ortmann & King,
2007b). The economic benefit of members remains the core foundation for income generation and
sustainability, and as owners (residual claimants) members are entitled to the net income generated by the
firm (Ortmann & King, 2007b; Soboh et al, 2009). Theory indicates that profitability can be measured
through economic perspective or accounting perspective (Sexton & Iskow, 1988). The accounting model
applying financial ratios to determine the performance of a firm can employ liquidity ratios, asset efficiency,
profitability and leveraging for performance measurement. Empirical studies have always employed the
traditional financial ratio method to measure the performance and profitability of a cooperative (Marwa &
Aziakpono, 2014).

Empirical Literature Review

Agricultural Cooperatives and Efficiency: Studies on whether agricultural cooperatives are efficient have
not yielded similar results. Tipi, Yildiz, Nargelecekenler and Cetin (2009) investigated the performance and
TE and the determinants of rice farms in Turkey using an input-oriented DEA model to measure TE scores,
and Tobit regression. The regression estimates showed TE was negatively influenced by a number of farmers,
age, plot size and off-farm income (Tipi et al., 2009). Soboh et al. (2012) compared dairy cooperatives and
investor-owned firms in Europe to measure performance, applying DEA to measure efficiency. They argued
that economic literature had limitations in terms of measuring the performance of cooperatives and found
that cooperatives’ performance was influenced by members’ objectives (Soboh et al., 2012). In South Africa,
Piesse, Doyer, Thirtle and Vink (2005) investigated the efficiency levels of grain cooperatives in competitive
markets using DEA and financial ratios, and found that increased competition led to increased efficiency of
cooperatives (Piesse et al.,, 2005)

Agricultural Cooperatives and Profitability: The accounting method profitability analysis using ROA has
been adopted by various studies. Many studies have compared the performance of cooperatives with
investor-owned firms, with results signifying that cooperatives were less efficient and profitable than
investor-owned firms (Lermann & Parliament, 1991; Hardesty & Salgia, 2003). Hardesty and Salgia used
traditional financial ratios to measure performance through testing profitability, liquidity, and leverage and
asset efficiency of investor-owned firms against those of cooperatives. They found that, overall, cooperatives
demonstrated low rates of asset efficiency, and yet the relative profitability and liquidity was not conclusive
(Hardesty & Salgia, 2003). These mixed results are also found in a study by Schrader, where Midwestern
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cooperatives results between 1979-1983 found cooperatives had various functions and similar rates of
return, whilst large diversified investor-owned businesses had high ROA compared to cooperatives
(Schrader, 1989). The above studies demonstrate that measuring financial performance employing
traditional ratios such as return on assets (ROA) and return on equity (ROE) has been tested on cooperatives.
This study focuses on ROA as a measurement for profitability, as opposed to ROE. The argument is that with
ROE, cooperatives have limited return on equity capital as the business pays strictly limited dividends on
equity capital invested in the organisation (Staatz, 1987). Another limitation is that the value of an enterprise
may exceed the value of members’ patronage (Schrader, 1989). In the South African context, since
agricultural cooperatives are funded by the government, employing ROE will distort the performance results.

Agricultural Cooperatives’ Efficiency and Profitability: The debate on whether firm efficiency is directly
related to profitability has received varying results. Camanho and Dyson (1999) measured branches of a
Portuguese bank and found that branches’ efficiency has a positive effect on profits, although high
profitability is not necessarily directly related to high efficiency. However, in a study of Tanzanian financial
cooperatives, the results demonstrated that the majority had low profitability and low-efficiency levels
(Marwa & Azikapono, 2014). A study by Keramidou et al. of meat processing companies in Greece
interrogated the relationship between efficiency and profitability by applying a decomposition model. The
results indicate that there was no strong positive correlation between profitability and efficiency (Keramidou
et al,, 2013). Hence, there is a need to explore both explore both dimensions in empirical studies. With this
study ROA becomes a realistic measure, noting that all the financial statements provided by the agricultural
cooperatives have total assets as a variable.

3. Methodology

This study used data from the DAFF’s 2015/16 Annual Report on cooperatives. South Africa had a total of
2,682 agricultural cooperatives, of which 571 were in Mpumalanga: however, the number of operational
cooperatives was not ratified. The inclusion criteria in the study were the cooperatives that complied with
reporting on audited annual financial statements. The study selected the 19 agricultural cooperatives that
had complied with Annual Financial Statement (AFS) reporting. The data was available from the Mpumalanga
Department of Agriculture, and permission was sought to use the data for the preliminary study. To recap on
the study on technical efficiency on the preceding paper (awaiting publication) on efficiency evaluation of
agricultural cooperatives, the efficiency scores were measured where technical efficiency was decomposed
into pure technical efficiency and scale efficiency using DEA. In this study, a frontier function approach was
employed. The frontier methodology technique presents the benchmarking model between DMUs: it
measures how a DMU is performing relative to its peers. Frontiers are important for the prediction of
technical inefficiencies in the industry (Batesse & Coelli, 1991). It is widely used in agriculture due to its
consistency in production, profit and cost functions, with the notion of minimising input or output
orientation, or maximising profit (Bravo-Ureta & Pinheiro, 1993).

Measuring Technical Efficiency: Input variables were total assets and total expenses, and output variables
were revenue and profit. From the mathematical computation, the formulation of the problem was that
cooperatives are treated as firms. In this regard firms seek to minimise inputs and maximise outputs,
therefore the function was on cost minimisation and adopted a mathematical model by Coelli et al. (2005).

Min 6,

subjectto-qi+QA=20,0x;-X120,

A20 1
Where 6 is a scalar and A is a I x 1 vector of constants. The value 8 obtained is the efficiency score for the ith
firm and satisfies 0 < 8 < 1. In this regard, the value 1 indicates a firm lying on the frontier and therefore the
firm is known to be technically efficient, according to the definition of Farrell (1957). Technical efficiency
(TE) can be decomposed into Pure Technical Efficiency (PTE) and Scale Efficiency (SE). DEA was applied to
decompose the results. In other words, TE = PTE * SE, and in most instances DEAP 2.1 software is able to give
only TE and SE, but PTE = TE/SE.

Profitability: For profitability analysis the data from 19 agricultural cooperatives were used, with their
financial statements for the financial year 2015/16. The data were sourced from the Mpumalanga
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Department of Agriculture as secondary data. The methodology employed the traditional ratio analysis of
ROA. As indicated in the literature review, ROE tends to overcompensate on equity against member
patronage. ROA is arguably the most popular and user-friendly to managers for profitability analysis across
firms (Joo, Nixon & Stoeberl, 2011). In essence, ROA gives a measurement on return: how much the return is
for every rand invested. This approach is further entrenched by the observation that all the agricultural
cooperatives selected had reported on their total assets rather than on equity.

ROA was measured using the following formula:

net income
P — (2)

ROA=

~ Total assets

Efficiency/Profitability Matrix: This study also created an efficiency and profitability matrix, which
provides management with an opportunity to review which areas they can improve to achieve higher
profitability (Camanho & Dyson, 1999). The efficiency profitability matrix adopted has been employed as a
comprehensive measure of performance through various dimensions (Camanho & Dyson, 1999; Keramidou
et al, 2013; Marwa & Azikapono, 2014). This model separates the firms’ performance levels in four
quadrants, where quadrant I represents the sleepers, Il represents the stars, Il represents the question
marks, and IV represents the dogs. Best performers are firms with high-efficiency levels and high profitability
ratios. The stars are those DMUs that have high-efficiency levels and high profitability, which means these
firms convert their inputs into outputs efficiently while at the same time recording high profits (Camanho &
Dyson, 1999). The sleepers are DMUs with high profitability but low-efficiency levels. The dogs are DMUs
with high-efficiency levels with low profitability, and the question marks are DMUs with low-efficiency levels
and low profitability ratios (Kumar, 2008). This matrix followed work done by Boussofiane, Dyson and
Thanassoulis (1991). The matrix deals with the limitation pointed out in using traditional financial ratios as a
measurement, the argument is that it provides a ‘snapshot’ of the organisation’s performance (Altman, 1968;
Yeh, 1996). Stata was used to compute the results of the various quadrants, with efficiency plotted against the
x-axis and profitability against the y-axis.

4., Results

Descriptive Results: Table 1 below gives a summary of our results from the 19 agriculture cooperatives
using Data Envelopment Analysis Program (DEAP) version 2.1 developed by Coelli (1996).

Table 1: Efficiency Results

DMU # Technical Efficiency Pure Technical Efficiency Scale Efficiency  Returns to Scale

1 0.501 0.502 0.999 -

2 0.516 0.519 0.994 Irs

3 0.670 1.000 0.670 Drs

4 0.598 0.697 0.858 Drs

5 0.691 1.000 0.691 Drs

6 0.687 1.000 0.687 Irs

7 0.694 0.835 0.831 Drs

8 1.000 1.000 1.000 -

9 0.675 1.000 0.675 Drs
10 1.000 1.000 1.000 -
11 0.945 0.969 0.975 Drs
12 0.192 0.322 0.597 Drs
13 1.000 1.000 1.000 -
14 0.574 0.575 0.999 Irs
15 0.667 0.696 0.959 Drs




Journal of Economics and Behavioral Studies (JEBS)

Vol. 10, No. 6, December 2018 (ISSN 2220-6140)

16 0.746 0.750 0.995 Irs

17 1.000 1.000 1.000 -

18 0.769 0.952 0.808 Drs

19 0.671 0.865 0.776 Drs
Median 0.68 0.95 0.95

Source: Authors’ computation

From the results, the median score for efficiency is 68%, which means that the DMU’s combined efficiency
rate was at 68%, and there is a resource wastage of 32%. What is interesting to note is that when the
observation is done on individual DMUs, only 21% of the DMUs are 100% technically efficient, operating at
constant returns to scale (CRS). From the efficiency analysis, profitability was decomposed using the ROA
methodology. Each DMU efficiency was then measured against profitability. Table 2 below shows the
performance comparison for each DMU on efficiency and profitability. This firm has to look at how best to
position itself in the market to increase its profitability levels. The results are consistent with the previous
studies, which demonstrated there was no positive correlation between efficiency levels and profitability
(Camhano & Dyson, 1999: Kumar, 2008; Marwa & Aziakpono, 2014).

Table 2: Technical Efficiency and Profitability Measure Comparison

DMU # DMU EFFICIENCY PROFIT (%)
1 A 0.501 -336
2 B 0.516 0.03
3 C 0.67 8.91
4 D 0.598 -61.15
5 E 0.691 25.5
6 F 0.687 25.00
7 G 0.694 9.71
8 H 1 100
9 I 0.675 10.25
10 ] 1 100
11 K 0.945 77.73
12 L 0.192 -44.69
13 M 1 -46.68
14 N 0.574 3.47
15 0 0.667 1.38
16 P 0.746 7.59
17 Q 1 76.36
18 R 0.769 29.30
19 S 0.671 20.91
Median 68% 10%

Source: Authors’ computation

When we compare employ profitability scores, the median for profitability is 10% as seen in Table 2 and 37%
of DMUs are above the 10% average. Having decomposed technical efficiency and profitability as shown in
Tables 1 and 2, the technical efficiency and profitability dimension was employed to test if there is a positive
correlation between efficiency levels and profitability. Figure 1 below provides a descriptive view of the
performance, with some DMUs operating at above efficiency levels, and some operating at a loss (less than
0% return rate).
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Figure 1: Technical Efficiency and Profitability Scores
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Profitability and Efficiency Matrix: This study also created an efficiency and profitability matrix, which
provides management with an opportunity to review as to which areas they can improve to achieve higher
profitability (Camanho & Dyson, 1999). This matrix follows work done by Boussofiane et al. (1991), and has
been further adopted by various studies measuring the relationship between efficiency and profitability for
determining best performers (Camanho & Dyson, 1999; Kumar, 2008; Marwa & Aziakpono, 2014). Table 3
shows the profitability/ efficiency matrix results, and the quadrants expanding their performance measure,
using STATA 14. Quadrant [ shows sleepers, quadrant II stars, quadrant III question marks and quadrant IV
dogs.

Figure 2: Descriptive Quadrants for Performance of DMUs
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The number of DMUs per quadrant is reflected in Table 3 below, with the frequency of DMUs in each
quadrant.

Table 3: Frequency of DMUs in Quadrants

Matrix Frequency Percent
I (Stars) 5 26.32
II (Sleepers) 5 26.32
1 (7) 8 42.11
IV (Dogs) 1 5.26
Total DMU 19 100

Source: Authors’ computation

Discussion: From the above, it can be seen that there is an even distribution between the stars and sleepers
in the quadrants, 26% of the firms have high efficiency and high profitability, these firms are best performers
and considered as stars. What this means is that 5 out of 19 cooperatives have high-efficiency levels with high
profitability ratios (stars), and also 5 out of 19 have high profitability and low-efficiency levels (sleepers),
these DMUs (sleepers) are found in the borders of the quadrants (DMUs 5, 6, 7, 9 and 19). The sleepers will
have to improve their resource allocation, which may result in them moving to the stars quadrant. The
majority of the DMUs (8 out of 19) are in quadrant 3 (question marks), meaning they have low-efficiency
levels and low profitability. These firms need to reconsider their operations as there are resource wastages,
and the firms should also look at whether their businesses are facing challenging economic conditions such as
competition, economic downturn, or if their service is still relevant in the market. Only one DMU was in
quadrant 4 (dogs), this firm has a high-efficiency level and low profitability level. This firm is utilising
resources efficiently and yet operating at a loss.

5. Conclusion and Recommendations

The study tested efficiency levels and profitability ratios of agricultural cooperatives, linking efficiency levels
with profitability to see if efficient firms are equally profitable. The technical efficiency median was 68%, and
the profitability median was 10%. The study further employed the efficiency/profitability matrix, and the
results separate the best performers from those firms who are not performing on both efficiency and
profitability. There was an even distribution between sleepers and stars, but it concerns that the majority of
the firms were in the question mark quadrant. Only five DMUs (26%) were found to be efficient and
profitable, meaning the firms met the means of 68% and 10% profitability respectively. Efficiency does not
always translate to profitability, there is a need for managers to continuously measure performance and
investigate areas of improvement. Management has a role to play in efficient resource allocation to ensure
there are no wastages. The existence of a firm does not mean that it is performing well financially: the
weaknesses and characteristics of an organisation can only be established if there is continuous monitoring,
focusing not only on one variable of performance, but employing a multi-dimensional approach to investigate
areas of improvement.

Noting that efficiency and profitability are not always positively correlated, managers should understand a
cooperative as a business as well as its social role towards economic development. Firms need to
continuously follow the market and be in a position to respond to business competition. It concerns to see
that the profitability of agricultural cooperatives is not witnessed across all firms. In this regard,
policymakers should appreciate that agricultural cooperatives as firms also have a socio-economic role and
members’ patronage is inherent as they are user-owned and user-controlled. Future policy decisions should
factor in empowering the agricultural cooperatives as firms, for them to be able to manage resources
efficiently while at the same time being profitable, resulting in sustainable organisations. It is also important
that agricultural cooperatives find the balance between their social role and economic development, such as
that of member patronage benefit linked to positive financial benefit. Members of cooperatives also need to
review their stance on taking the cooperative as a business, rather than an entity that services users’ needs.
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There is a need for a turnaround strategy to ensure that there is focus on efficient resource allocation and
there are measures and systems to stay abreast with the market and competition for their survival.
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Abstract: The current socio-economic and political problems of South Africa are rooted in the colonial
apartheid era as scholars and researchers suggest through extensive research. However, there have been high
levels of service delivery protests related to the government performance on the issues of service delivery to
the local communities’ countrywide. Governments departments appear to be lacking much required
knowledge and understanding of external factors associated with rural to urban migration such social-
economic factors and other various relevant challenges, hence, local authorities are struggling to meet up
with demands caused by the ever-increasing number of urban populations, which affects services delivery
performance. The study was quantitative approach and used 5 Likert scale questionnaires which were
distributed in the selected areas of eThekwini city. A total of 100 with 25 respondents per area, chosen areas
include emhlabeni, emalandeni, ezimeleni and silver city. Whereas, qualitative aspects of the study were
secondary data through extensive literature review, the study has found that indeed rural to urban migration
has a negative impact on service delivery the study argue that service delivery, rural to urban migration,
public participation need to be part of the government agenda holistically to improve service delivery and
capacity of local authorities. This study recommends proactive urban planning and community involvement
through public participation channels. The generalization of the findings of this study should be done with
care.

Keywords: Service delivery; Rural to urban immigration; Government; Municipalities

1. Introduction

Rural to urban migration means that people move from rural to urban areas (Berry, Bowen & Kjellstrom
2010). In this process, the number of people living in cities increases, compared with the number of people
living in rural areas; the natural increase of the populace can also contribute to population growth in cities, as
a result, the urban populace seems to be higher than that of rural areas (Stillwell & Dennett 2012). However,
a country urbanized when more than half of its population lives in urban areas (Rao, Tanton & Vidyattama
2013). Linked to significant social and economic transformations, urbanization is the main reason for
migration for rural to urban environments. Urban living is for instance, related to higher levels of education
and literacy, better health leading to a longer life expectancy and lower fertility, with improved social services
access and better cultural and political participation opportunities on offer (UNDESA, 2015). Nonetheless,
rapid and unplanned urban growths create various disadvantages for urbanization, resulting in poor
infrastructure, such as inadequate housing, health care services, transport, and water and sanitation. It is
generally advised that productivity in SA is lacking and that one of the main reasons for this is poor service
delivery performance it is self-evident that unproductiveness must lead to unaccountable government and
public administration.

Therefore, it is confirmed that unproductiveness is one of the leading causes of public service delivery
protests by society (Mpehle, 2012). Public services are rendered within the realm of public administration,
described as the world in which government and its institutions function to deliver services (Collier, 2011).
The services rendered are influenced by economic, technological, socio-cultural and statutory environments
(Congdon, 2010), which affect each other and affect negatively on service delivery. Government is responsible
for the type of services that can and will be delivered, as well as the setting of standards on services to be
delivered (Zubane, 2011). Rural migration is, however, one of the main contributors to housing backlogs, due
to over-population in urban municipalities. In 2001, the housing backlog was 320 000 units in the eThekwini
municipality, with 150 000 houses built since then. Accounting for new population movements, the backlog in
2010 was thus 230 000 houses. In addition, clean running water and sanitation are a means of reducing
housing backlogs and advancement of service delivery performance for the eThekwini Municipality. Never
the less it is projected that the backlogs in housing can only be eradicated by 2030 (Class, 2010). It seems
obvious that this type of example is a statement that there have always been service delivery protests
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regarding service delivery performance, especially in the eThekwini Metropolitan area. Migration in SA over
the previous decades has been observed as a series of multifaceted movements, composed of several
prevailing patterns of movement (Maass, 2013).

Aims and Objectives: The aim of the study is to investigate the impact of rural migrants on service delivery
within the eThekwini Municipality Local government in KwaZulu-Natal (KZN).

Objectives: In order to achieve the aim of this study, the following objectives will be pursued,
e Toidentify and explain the impact on service delivery by rural migrants;
e Toinvestigate to what extent the impact of rural migrants affects service delivery; and
e To suggest and recommend strategies that should be employed to improve the current state of
service delivery, related to service delivery performance.

2. Literature Review

Rural-Urban Migration in the South African Perspective: The government of SA is mandated by the
country’s constitution to provide adequate houses for everyone, in the sense that the constitution assigns the
right to passable houses, with the responsibility of the administration to ensure this right is understood
(Republic of South Africa 1996). The upsurge in the population’s varying socio-economic standing in SA has,
however, resulted in major growth and the demand for accommodation (COJ, 2010), which is highly related
to the need for the land, infrastructure and services for residential development (Maass, 2013). The land
market is the vehicle used to transfer rights of ownership of land, and it is noted that land and housing
markets can be easily separated from each other (Antman, 2012). Informal markets of land and housing have
emerged in developing countries, as the formal market is unable to meet the demands that accompany urban
development (Spicker, 2009). Both immigration and migration have good and bad influences over the
development of urban society. (Chiloane-Tsoka & Mmako, 2014) argue that migration is seen as a key
component of developing economies. Moreover, the authors note that migration has a negative effect on the
overall development of the country, especially the poorest of all, with rural migration seemingly worsening
the problematic employment issue in developing economies (Chiloane-Tsoka & Mmako, 2014). Added to this,
there is an indirect impact on rural communities from the influence of rural migration but a direct impact on
urban communities, with a knock-on effect on urban development (Goebel, 2007). There have been two sides
in the endless debate on the positive or negative effect of migration on urbanization (Posel, 2009). The main
assumption of the nature of post-apartheid internal migration has been of temporary labour migration that
would be replaced, as opposed to permanent employment migration, together with strong trends towards
urbanisation (Potts, 2011).

The bulk of the migration in SA spaces is inevitably intra-district, and intra-provincial, in that it is
economically motivated and is, according to the (United Nations, 2011) to an extent, female-driven. In
addition, it is proposed that, in relation to numbers, the quantity of internal migrants in SA is cumulative, as
these tendencies become more recognized Rogan, (Lebani and Nzimande 2009). Most analyses of migration,
however, show a significant level of internal migration in the country, which happens within the provinces
(Wentzel, Viljoen and Kok, 2006). The most prominent contributing factors are education and housing, across
all types of migration (Roux, 2009). Urbanisation has, nonetheless, remained a robust piece of migration, with
numerous family circles residually and spatially alienated amongst rural and urban localities. Moreover,
monetary factors are one of the most relevant contributors to internal migration in SA, across all types of
internal migration (Bell, 2009) cited by (Rogan et al,, 2009). KwaZulu-Natal is one of the strongest internal
migration destinations in the country (Stats SA, 2011). Displaced populations have been an issue for the
government over the years, as seen in the provision of government houses in urban spaces. The SA
Constitutional court made headway when it was decreed the state should give more priority to the provision
of shelter for the displaced populace through a shelter policy. The resultant government over-spending has
mostly affected the poor and increased service delivery complaints (Rogan et al, 2009). It is further also
important to understand that migrants are vulnerable in their destination. This phenomenon was observed
by the global economic crisis, in terms of migrants not being able to return to their households or rather,
place of origin (Hu, 2013). Furthermore, migration has been regarded as a means of development, in terms of

12



Journal of Economics and Behavioral Studies (JEBS)

Vol. 10, No. 6, December 2018 (ISSN 2220-6140)

the transition from their current state to better economic opportunities and venture for better municipal
services, as opposed to what their places of origin offer (Segatti & Landau, 2011).

Urban Service Delivery: The urban and rural spatial divide remains pronounced in respect of access to
socio-economic goods and services; the phenomenon of inadequately housed urban poor is increasing.
Redressing the inherited inequalities of the Apartheid state has established a complex and challenging
context for meeting basic needs in contemporary SA. Given the physical and political segregation of
Apartheid, meeting the demand for housing has been a central, developmental challenge since 1994 (Chipkin
& Lipietz, 2012). With local or municipal governments being directly responsible for a range of public
services, such as local streets and roads; street lighting; fire and police protection; and neighbourhood parks,
funding for these services are mostly obtained from local taxes, grants from central governments, and other
locally generated revenues. In many countries, services which local or municipal governments are
responsible for are charged user fees, including prices for water, sewers, recreation and public transport
(Fauvelle-Aymar & Segatti, 2011). Furthermore, (Graves and Dollery, 2009) argue that decentralisation of
matters, such as road maintenance responsibilities; can improve both the speed and quality of service
provision. The market is, however, not an effective mechanism for indicating needs or allocating public
products or service. Thus, in the absence of effective market mechanisms, various levels of government carry
out supply and market intervention activities, designed to ensure the availability of community services,
when and where a need has been expressed. Local governments have been the principal providers, but have
been hampered by limited ability to bear the associated costs, especially where population density is low and
service delivery is costly or difficult (SA Parliament, 2012).

While services are generally defined as “deeds, processes and performances” (Akinboade, Mokwena &
Kinfack 2014), implementation to date has been skewed and unable to address the land, housing and basic
services needs of millions of poor South Africans, who still lack adequate housing and access to water,
sanitation and electricity (Tissington, 2011). The SA administration has centralized infrastructure service at
municipalities and this sphere of government is given full responsibility for the planning and budgeting of
basic service delivery. In order to speed up service delivery, cities outsource the preparation of the design
and management of basic service schemes to applying agencies (Bell & Jayne 2009). Kenyon (2011) discusses
capacity building at the municipal level, in order to improve the performance of the municipality, in terms of
the provision of basic services. Beyond dealing with the pressures, local people, as persons and collectives,
have to improve capacity to make prolific use of the chances available (Sharp, Agnitsch, Ryan, & Flora 2002).
This approach necessitates the government provision of social, overhead, capital infrastructure and services
that serve the public interest, rather than that of a private organization (McQuaid 1997; Patel & Bhattacharya
2010). The providers of infrastructure and service areas should serve as a compound for LED by starting and
allowing a local growth environment that serves the public interest, as manifestation of what is best for local
persons, rather than the satisfaction of the choices of native politicians, professionals and planners (Sharp et
al,, 2002). The provision of public goods by the government should be guided by the local community’s felt-
needs (Fannin et al., 2008). The administration cost recapture means that basic service areas delivered by the
administration, are inherently contaminated public goods because the local inhabitants do not enjoy an
exactly homogeneous quality and quantity, as far as consumption is concerned, despite there being sufficient
quantity and quality from the production and supply side (Smith, 2004; Jaglin 2008).

The concept of service delivery is, in all likelihood, mostly linked to the notion of the government’s need to
satisfy clients, which in this case are members of the public (Ceruti 2012). This then requires a consultative
approach when it comes to service delivery of any nature. However, the government has special legislation
for this drive in SA, known as the (White Paper on Transformation and Service Delivery 1997). The Batho
Pele principles were developed by the country’s administration from such a paper, in order to strengthen
both the notion of service delivery and good governance, within the SA civic sector spectrum (Cameron
2010). While (Bell et al., 2009) hold that government service should aim at the satisfaction of members of the
public who are its clients, notes evidence of the opposite, some years earlier already. Service delivery and
decent governance oversight organizations, which are the Public Service Commission and the Auditor-
General, are shown to have articulated their displeasure with the failure of administration departments to
pay courtesy to or devise their endorsements, making their imprecise functions on the public service
ineffective (Bias, 2010). Democratic municipal governance is faced with an extra trial in South African rural
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areas, where old-style power endures to play a pivotal role in everyday life of many individuals (Delcarme,
2011). Despite the Constitution requiring selected municipalities all around SA, old-style leaders have argued
that in the traditional spaces it is they who should wield decision-making authority (RSA, 1997). It is further
mentioned that any city may apply in writing to the MEC (Member of the Executive Committee), in the form
prescribed by the MEC, to be credited under sub-section (2) for the purposes of managing one or more
accommodation programmes (Part 4) (10). Whether or not adequate planning is on the one hand, undertaken
prior to housing being delivered will fundamentally affect the type and location of delivery and whether it is
able to contribute to spatially integrating SA’s urban areas. On the other hand, planning is aimed at making
sure the government expends resources in ways that meet its objectives and where beneficiaries are happy
with what they receive (Aijaz, 2010).

Cities are, in addition, predicted to be the main role players where negotiating of decisive accommodation
needs and demands is concerned. The site of accommodation should expedite spatial re-arrangements,
corresponding to the supply of diverse accommodation kinds with demand and structure relationships across
accommodation delivery (Benit-Gbaffou, 2011). The exact danger that arises from the cities is the
accommodation projects that end up not satisfying basic community needs, recognized to the extent that they
were emphasized in the Integrated Development Plan (IDP) (Cameron, 2010). Pressures therefore arise
amongst local administration and elected councillors, and officials and the public because of the IDP process.
Added to this is an outcry in respect of the processes predicted to be consultative but where the public was,
confusingly, bypassed (Cameron & Thornhill 2009). The Centre for Development and Enterprise (CDE)
reports that provincial accommodation departments have engaged over concerns in acquiring service
suppliers, both contractors and project managers, to actually deal with the immediate delivery of houses
(CDE, 2009). Provincial officials’ concerns highlighted the impending collapse of projects from lack of capacity
on the side of local authorities (Lekonyane and Disoloane, 2013). Housing distribution, as part of the overall
procedure, is termed ‘beneficiary administration’. This determination is to be done by both local and
provincial authorities, whereas local government was reviewed to cultivate a demand database to accomplish
accommodation lists, as well as take requests for accommodation subsidies and household accommodation,
in terms of the need valuation throughout the IDP process. The province confirms requests and approves
subsidizations (Muzondi, 2014). There have nonetheless, been tensions amongst local and provincial officials,
to the extent where the provincial office overrides the waiting list. The report of the Auditor-General, with
regard to Section 5.8 of the Auditor-general Act, describes checking of provincial programmes and classifies
where it is in terms of the units provided with the budget allocation (RSA-Auditor General Report, 2007-
2008).

Challenges Facing South African Municipalities: As stated in the earlier discussion, presently in the
democratic government, Urbanisation is not really a new’ phenomenon. Since the democratic dispensation in
SA in 1994 (Statistics SA, 2014) many people have been gathering in urban areas where they previously had
limited admission to and could only stay in homelands (Turok, 2012), with overall Urbanisation growth rising
dramatically over the past 20 years (Allan & Heese, 2011). There are, however, problems related to
development, such as joblessness and worsening sub-structures; narrowing service delivery volumes;
ecological squalor; and over-population along with a housing shortage for growing informal dwellings
(Lekonyane & Disoloane, 2013). Added to these problems, is the lack of attention to informal settlements in
relation to sewerage, potable water, squall water drainage, as well as power (Bond, 2010). There are also
some serious ecological influences in various low-cost housing sector settings, in terms of groundwater
pollution; strongly related to a number of informal settlements deprived of good hygiene facilities and
disturbance of fragile environments, such as estuarine or wetland areas (Frenkel, 2011). Since the low-cost
housing sector is populated unfortunate people with comparatively minuscule energy and water usage
(Hlongwane, 2012) agrees that the sector’s general ecological footmark remains insignificant, due to the
alterations on the country’s urban civic fixture-driven alterations, in terms of townships and more organised
societies. However, unfortunate societies also have an insignificant distal ecological impact, counter to that
more prosperous societies (Joubert, 2012).

Goebel (2007) asserts that cost constraints evidenced by numerous families still utilising dangerous fuel, such

as wood and paraffin as opposed to electricity. Hence, it can be deduced it is not the urban poor of the country
straining its urban energy supply. This makes it imperative to note that a reduction in the environmental
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impact in urban centres does not necessarily involve only low-cost households or poor communities.
(Mahlangu, 2012) further affirms that the growing black elite community has exacerbated environmental
concerns through their respective lifestyles, this through non-ecological cars and business habits of the black
elite. There seems to be a perception that the major developing cities are over-crowded with sub-standard
housing provision, accompanied by inadequate facilities for sanitation in urban spaces that are in turn highly
related to the number and high levels of internal migration from deprived rural areas, with expectations. It
found that these expectations are not, attended to or if they are attended to, they are not satisfactory to the
beneficiaries (Mbuyazi, 2012). (Ndebele, 2012) argues that research has proven large cities have problems
and there are more complexities in urban spaces, to the extent that they are vibrant and diverse in nature and
unique as well. There is also a high populace growth in large cities, which leads to social-economic problems
feasible to an observer, in respect of residences and the work environment. However, the majority of the
populace receives an acceptable income and high levels of education, recorded in urban spaces, leading to
considerable standards of living.

The principles of sustainability, equity, accountability, and community empowerment, as well as
participation, and efficiency, are pivotal in terms of good governance critical to meet the needs of the
community and ensure its adequate development (Sahib, 2012). It is further argued by (Ngwane 2010) that
high levels of migration in urban spaces can be addressed by promoting environmental development. In
terms of focusing development on rural spaces, as well as modification of the conditions in respect of people’s
power, which is driven by skills, knowledge, capacity building and the provision of basic and critical services
in urban spaces.

Effects on Communities: There is an increasing demand for municipal services from municipalities,
especially the metros, as they are more urbanized. This phenomenon is not only caused by internal migration
but also by increasing municipal boundaries due to peripheries from other provinces, near provincial
borders. This activity does not happen only in KZN municipalities, but across the country, in terms of the
demarcation boards of municipalities (Landau, 2007; Azmat, 2010). The South African government has a long
history of inadequate and insufficient housing for the urban population, which is below poverty lines, with
policies of the apartheid era that trapped people in their homelands, leading to an over-crowded populace,
with implications for the capacity of municipalities, in respect of townships and informal settlements
(Andersson & van Laxerhoven, 2007). Understandably, this then leads to poor housing delivery, which has a
long history in SA where local government is concerned, as more than a third of South African residents
reside in informal settlements (Coovadia et al., 2009). There is still a narrow view and spatial boundaries
from both rural and urban planners that seem to bind operations to the same notion, although there are
imperative factors confirming the linkage of rural to urban migration for both towns and villages (World
Bank, 2013). Nonetheless, while overall urbanization and economic trends have contributed to worsening
poverty in urban spaces on the one hand, on the other hand poverty is decreasing from a global perspective.

This evident from the period 1993 to 2002, which showed a failure to live above the poverty line in rural,
centres while urban areas are winning (Hetland & Goodwin, 2013). The growth of former rural spaces to form
urban peripheries and the incorporation of small cities and towns into the overall urban populace is a major
contributor to the rapid population growth and development to form Metro Municipalities (Missinne et al,,
2012). The World Bank economists noticed a major problem in big cities as the poor direction in terms of
urban policies, which has a negative influence on planners, with little sense of economic consideration
(United Nations, 2011). Hollander, Bruce, (Burstrom & Ekblad, 2013) argue that internal migration has been a
major factor in the enhancement of population growth in local government, in the process straining water
infrastructure, which leads to poor urban dwellers consuming clean water (sometimes not clearly clean) at
expensive prices, while the wealthier groups enjoy highly subsidized services. Moreover, the immunization of
children in large numbers plays a significant role in enhancing health in developing economies (Breslau et al.,
2011). Numerous challenges in the rural areas are born from a lack of adequate infrastructure and facilities to
mobilise, such as roads, which makes it better to live in urban than in rural areas (Veling, Hoek, Selten, &
Susser 2011). Population growth is nonetheless manageable in both rural and urban spaces, which has new
demographic pressures.
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There are, for instance, cities in Africa with high levels of child mortality, comparable to those of the United
States (Posel, 2009). A pattern has also been found, of health personnel leaving rural areas and small cities,
which does not improve the situation in rural areas, as developing economies use health sector reforms in an
attempt to stabilize the political arena. Allowances thus need to be made in respect of reduced resources and
capability problems in rural areas, small towns and cities (Missinne & Bracke, 2012). There is, however, a
high prevalence of the use of the private sector for some basic services, such as health, in the urban
environment, which is inevitable with high levels of income among the urban populace. This also stimulates
urban growth and development (Leibbrandt, Woolard & de Villiers, 2009). The international community had
observed a significant occurrence, as never before had the rural populace actually been comparable with the
urban populace. This shows a change in the environmental, social, cultural and economic spheres, as there
seem to be high levels of internal migration, in terms of rural to urban migration, as well as urban to rural
migration but to a larger extent rural to rural and urban to urban migration (UN-Habitat, 2011). The metro
municipalities create conducive environments for the economic, social, political and various other
demographics, as well as environmental factors, which enhance development and growth (de Haas, 2010).
Concerns exist regarding the quality of the formal health service received by the poor, especially in rural
areas (Christensen et al., 2013). With different illnesses, there are varied hypotheses on the relevance of
socio-economic factors to the health system (Wittenberg, 2009).

Furthermore, the use of unauthorised land is the main reason for the government to not provide social
services (Statistics SA, 2011a). The living conditions in slums are far worse than that of the periphery urban
spaces, with the location of slums having an influence on the living conditions of its dwellers. Not all informal
settlements are semi-periphery and when the slums are within urban spaces, it tends to worsen sanitation
conditions. It also raises the issue of unknown internal borders by both government and the public creating
confusion in search of better social-economic conditions and greater job opportunities (Housing
Development Agency, 2012). Research shows a high number of women seeking health services, which is to a
large extent broadened to include other family members (Abbas & Varma, 2014). Further clarification is also
required in terms of health implications due to the extent of weather change. Enough has, however, been
covered on the primary elements of an urban adaptation strategy for developing economies such as SA
(Satterthwaite et al.,, 2007). Whereas a ratio of 1:3 of city dwellers from slums, the projection of the number
of people who live in informal settlements is close to one billion people around the world. Numerous local
administrations have viewed slums as temporal, yet also as pathways to development; the income of informal
settlement dwellers will grow gradually as time goes.

A component test conducted regarding the statement whether there were political conflicts in the rural area,
leading respondents to migrate to the urban area, respondents indicated three group components.
Nonetheless, substantial evidence by researcher shows informal settlements are growing and becoming a
permanent element of urban centres. Informal settlements have incorporated themselves into becoming a
known element of modern cities; in terms of being districts and a category that, establishes spaces amongst
both rural and urban centres (Patel & Bhattacharya, 2010). Furthermore, the inevitable high volume of
consumption by settlements also affects the total demand for energy in the urban populace. Three factors
reflect changes in energy consumption, the types of households in terms of taxonomy; assumed patterns of
consumption in terms of each type; and the profit distribution as per the different types (United Nations,
2012). Consensus has thus been reached regarding the possible drivers of internal migration to a never-
ending process, as previously discussed (Van Hear, Bakewell, & Long, 2012). Even though a direct
relationship exists between poverty and its eradication from internal migration, it may not be the major
driver of migration (Landau, 2007: 61-76). The inclusive debate is on migration and development, in terms of
possible pressures of development, and the high possibility of migration due to development bringing about
more resources, which makes it easy to migrate (Marques & Torres, 2005).

16



Journal of Economics and Behavioral Studies (JEBS)

Vol. 10, No. 6, December 2018 (ISSN 2220-6140)

Table 1: Areas of Origin

Frequency Percent Valid Percent Cumulative Percent
Empangeni 6 6.0 6.0 6.0
Ulundi 4 4.0 4.0 10.0
Nquthu 16 16.0 16.0 26.0
Escourt 12 12.0 12.0 38.0
Kwa-nongoma 14 14.0 14.0 52.0
Nkandla 6 6.0 6.0 58.0
Umlazi 3 3.0 3.0 61.0
Kwamashu 7 7.0 7.0 68.0
Adams Mission 6 6.0 6.0 74.0
Embumbulu 16 16.0 16.0 90.0
Richards Bay 3.0 3.0 93.0
Pietermaritzburg 5.0 5.0 98.0
Other areas in Kwazulu-Natal 2 2.0 2.0 100.0
Total 100 100.0 100.0

Table 1: Respondents were asked to indicate their area of origin and what was the reason respondents
migrated. A questionnaire was used as the measuring instrument for this survey. The main questions are

summarized in table 2.

Table 2: Summary of Key Questions

Research Area

Questions

Reason for immigration from
the area of origin

What factor contributed to the
migration

Understanding ~ why  rural

immigrants live here

Work-related immigration

Service delivery related

immigration

Individual driven migration

Immigrants from RDP Houses

Do Respondents consider political conflicts to be the reason they migrated
from rural areas to urban areas

Response Alternatives: Agree; Strongly disagree; Neutral; Disagree;
strongly disagree

Do Respondents consider promotion at work as a factor for relocation?
Response Alternatives: Agree; Strongly disagree; Neutral; Disagree;
strongly disagree

Do Respondents consider running a business in town as a reason they
migrated to the urban area

Response Alternatives: Agree; Strongly disagree; Neutral; Disagree;
strongly disagree

Do Respondents consider travelling cost from home as a reason for
migration

Response Alternatives: Agree; Strongly disagree; Neutral; Disagree;
strongly disagree

Do Respondents consider better opportunities of getting a house as a
reason they migrated

Response Alternatives: Agree; Strongly disagree; Neutral; Disagree;
strongly disagree

Do respondents consider Lack of rooms on their homes as their reasons
for migration

Response Alternatives: Agree; Strongly disagree; Neutral; Disagree;
strongly disagree

Do respondents consider that they come from families that were provided
with RDP

Response Alternatives: Agree; Strongly disagree; Neutral; Disagree;
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strongly disagree

Service delivery related Do respondents consider that EThekwini municipality is providing all
basic services in time, that's why they migrated they are living in informal
settlement
Response Alternatives: Agree; Strongly disagree; Neutral; Disagree;
strongly disagree

Housing delivery related Do respondents consider that they were attracted by the municipalities
housing allocation
Response Alternatives: Agree; Strongly disagree; Neutral; Disagree;
strongly disagree

3. Methodology

Primary data was collected using a traditional 5-point Likert scale questionnaire as measuring instrument for
statistical purposes. The use of the Statistical Package for Social Science (SPSS) was deemed relevant as it is a
commonly used statistical programmed for the interpretation and summarizing of findings and results for
this study.

4. Findings

The following chapter presents findings from 100 respondents and tables are used to present the Data. The
study also indicates 39 percent of respondents that agreed to have migrated due to factors relating to their
households having limited rooms. This calls for the eThekwini Municipality to improve the provision of
housing, in considering the number of family members when implementing the housing programme to
enhance service delivery. More than half of the respondents or 53 percent agreed the municipality does not
take the number of family members into consideration when implementing housing programmes.

Table 3: Frequency Table

Variable Statement Frequency Percentage Variable Statement Frequency Percentage
Tested test
Political Agree 71 71 Own a Agree 64 64
conflict Neutral 6 6 Business  Neutral 16 16
Disagree 23 23 in town Disagree 20 20
Relocation  Agree 51 51 Travel Agree 55 55
due to work Neutral 18 18 cost Neutral 10 10
promotion  Disagree 31 31 from Disagree 35 35
home to
work
Better Agree 68 68 Provided Agree 59 59
opportunity Neutral 6 6 with two Neutral 12 12
to get a Disagree 14 14 rooms as Disagree 29 29
house extended
family
Limited Agree 47 47 Basic Agree 68 68
room at Neutral 8 8 Services  Neutral 11 11
home Disagree 34 34 supplied Disagree 21 21
in time
Municipal Agree 64 64
housing Neutral 6 6
allocation Disagree 20 20

Table 1 illustrates results on findings regarding the statement on whether there were political conflicts in a
rural area that is why respondents migrated to the urban area. Total agreement was indicated by 71 (71
percent) of the respondents with the statement, while six (6 percent) yielded a neutral response and 23 (23
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percent) disagreed. With regards to relocated due to a promotion at work, with 51 (51 percent) of the
respondents that totally agreed with the statement, whereas 18 percent yielded neutral, and 31 (31 percent)
totally disagreed with the statement. Respondents stated migration of businesses as their reason to migrate
to urban cities. Strong agreement with the statement was indicated by 64 (64 percent) of respondents, 16 (16
percent) were neutral, and 20 (20 percent) disagreed with the statement. In relation to the travelling cost
from home to work being too high, as the reason why respondents migrate to urban spaces. There was total
agreement with the statement by 55 (55 percent) of the respondents, 10 (10 percent) were neutral, and 20
(20 percent) totally disagreed with the statement. Better opportunities of obtaining a house if respondents
migrate to urban spaces, with 68 (68 percent) that totally agreed with the statement, while 10 (10 percent) of
the respondents were neutral and 14 (14 percent) totally disagreed with the statement. Respondents having
moved out of the home because they did not own a room. Agreement with the statement was indicated by 47
(47 percent) of the respondents, while 8 (8 percent) were neutral and 34 (34 percent) totally disagreed with
the statement. Provided with two rooms while an extended family, which is why respondents migrate to the
urban spaces.

Total agreement was indicated by 59 (59 percent), 12 (12 percent) were neutral, and 29 (29 percent) of the
respondents totally disagreed with the statement. EThekwini municipality is providing all basic services in
time, motivating respondents to migrate to the urban spaces. Half of the respondents or 68 (68 percent)
totally agreed, and 11 (11 percent) were neutral, while 21 (21 percent) totally disagreed with the statement.
Respondents were pleased by the municipal housing allocation. This was totally agreed to by 64 (64 percent)
of the respondents, with 6 (6 percent) indicating neutral, and 20 (20 percent) that totally disagreed with the
statement. Testing of the first group yielded insignificant results of 0.075, the second group component test
indicated significant results of 0.613, while the third group component test showed 0.293; this indicated
mixed perspectives regarding the statement. On relocated due to promotion at work, the first group
component test showing 0.701, which was significant, while the second group test indicated 0.139 and the
third group component test indicated 0.119. In relation to respondents who run a business in town, which is
the reason they migrated to urban areas. The first group component test indicated 0.036, the second
component test 0.720 and the third component test showed 0.011, which indicated mixed opinions on the
statement.

Rotated Component Matrix2

Table 4: Drivers of Internal Migration

L. Component
Description
1 2 3

There were political conflicts in the rural area That is why [ came to live here -0.075 0.613 0.293
I relocated due to promotion at work 0.701 0.139 0.119
I run business in town that is why I live here -0.036  0.720 -0.011
The travelling cost from home to work was too high, that why I live here 0.711 -0.242  0.109
There are better opportunities of getting a house if I live here -0.352  0.540 0.494
I moved out of home because I did not have my own room 0.838 0.023 0.069

We were provided with two rooms while we are an extended family, that is why
I decided to live here

The EThekwini municipality is providing all basic services in time, That's why I
live here

[ am pleased by the municipal housing allocation 0.112 0.044 0.811

0.229 0.004 0.654

0.303 0.623 -0.312

Extraction Method: Principal Component Analysis Rotation Method Varimax with Kaiser Normalization

a. Rotation converged in 6 iterations.

The travelling cost from home to work was too high, resulting in respondents migrating to urban spaces. The
first component group test yielded 0.711 which indicated it is quite significant to the statement on the drivers
of migration, while the second group component test indicated 0.242 and the third component test shows
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0.109, reflecting different opinions regarding the statement. While on better opportunities of obtaining a
house, should respondents migrate to an urban area? The first group component test indicated 0.352,
whereas the second group showed a 0.540 result, which were significant to the statement on drivers of
migration. The third group indicated 0.494. In relation to respondents who moved out of the home because,
they did not own a room. The first group component shows quite significant results of 0.838 to the statement
on the drivers of migration. The second group component test was 0.023, while the third group component
test was 0.069. The result indicates different opinions regarding the statement. On Respondents who were
provided with two rooms while they were an extended family, which is why respondents migrated to urban
spaces. The first group component yielded results of 0.229. The second group test indicated results of 0.004
which did not show strong significance. The third test group component indicated 0.654, which shows
significance for the statement. On eThekwini Municipality providing all basic services in time that is why
respondents migrate to town. The first group component test yielded 0.303, while the second group test
indicated a significance of 0.623 and the third group component test shows 0.312. On respondents are
pleased by the municipal housing allocation. The first results indicated 0.112 and the second group,
component test results indicated 0.044, whereas the third group component test shows a significant 0.811.
Most of the tests conducted showed significance with some not showing a strong significance.

Table 5: Chi-Squire Test

Description Chi- df A.S YMP.
Square Sig.
D12 }'}‘e};ire were political conflicts in the rural area That is why I came to live 831 4 0.000
D13 I relocated due to promotion at work 22.9 4 0.000
D14 [ run business in town that is why I live here 92.8 4 0.000
D15 The travelling cost from home to work was too high, that why I live here 46.1 4 0.000
D16  There are better opportunities of getting a house if I live here 92 4 0.000
D17 I moved out of the home because I did not have my own room 30.3 4 0.000
D18 .We were pr.0v1ded Yv1th two rooms while we are an extended family, that 70 4 0.000
is why I decided to live here
D19 The EThekwml municipality is providing all basic services in time, That's 583 4 0.000
why I live here
D20 [ am pleased by the municipal housing allocation 84.7 4 0.000

Chi-square analysis of the results was performed to determine if political conflicts in the rural area have
strong value as a driver of internal migration. The statistical results were found to be significant at (X2= 83.1;
DF=.4; P=.000), on relocated due to promotion at work, the statistical results were found to be significant at
(X2=22.9; DF=.4; P=.000), on respondents migrated due to owning a business in town. The statistical results
were found to be significant at (X2= 92.8; DF= .4; P= .000) on traveling cost from home to work statistical.
Results were found to be significant at (X2= 46.1; DF= .4; P= .000), on better opportunities of obtaining a
house statistical results were found to be significant at (X2= 92; DF= .4; P=.000), on moving. Out of their
homes because of limited room statistical results were found to be significant at (X2= 30.3; DF= .4; P=.000),
on provided with two rooms while they were an extended family statistical results were found. To be
significant at (X2= 70; DF= .4; P=.000), on eThekwini municipality is providing all basic services statistical
results were found to be significant at (X2= 58.3; DFD= .4; P= .000), on municipal housing allocation
statistical. Results were found to be significant at (X2= 84.7; DF= .4; P= .000), which confirms that the
statistically significant result can be considered as trustworthy. Therefore, the hypothesis of this variable is
accepted, which means these variables has a significant influence on whether these variables have strong
value as a drivers of migration

Limitations: The limitation of this study is that it was specifically confined and limited to the eThekwini

metropolitan municipal area and its residents and the findings could therefore, not be generalized to similar
areas.
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The Implication of the Study: The study has highlighted some of the critical factors affecting the impact of
rural immigrants on service delivery at selected areas within the eThekwini Municipality.

5. Conclusion

More than half or 59 percent of respondents agreed with the statement that political conflicts in the rural
area were the reason they migrated to the city. The study further found that 38 percent of respondents
relocated due to promotion at work. It is concluded that owning a business in eThekwini Municipality was
indicated by 58 percent of respondents as the reason they migrated, while 46 percent agreed that travelling
cost acts as a push factor of migration. The study further indicates that 58 percent of respondents agreed the
provision of houses acts as a pull factor, motivating migrants to migrate to urban spaces, especially to
eThekwini Municipality. This calls for the municipality to improve human settlements for effective service
delivery and counter-urbanisation efforts need to also be taken into consideration. The study also indicates
that 50 percent of the respondents agreed that eThekwini Municipality’s ability to provide all services in time,
had motivated them to migrate to urban spaces such as the eThekwini Municipality. Provision of services in
time thus acts as a pull factor attracts rural migrants to migrate to eThekwini Municipality in massive
proportions, in search of better service delivery. Agreement was indicated by 56 percent of respondents that
the eThekwini Municipality housing allocation seems to also be a pull factor for rural immigrants to migrate
to eThekwini Municipality.

Recommendations: This study set out to analyse the effects of rural immigration on service delivery in the
context of South Africa. This project aimed to provide information for municipalities in developing economies
such as SA. Therefore, based on the findings of the research study, the following is recommended for further
study. The study recommends further research on other municipalities and other stakeholders, also with
other spheres of government, including national and provincial administration, in order to analyse internal
plans and programmes and determine the manner in which that is going to help in urban planning and
service delivery, as well as to enhance service delivery performance.
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Abstract: The variables the consumer price index (CPI), the producer price index (PPI) and the purchasing
managers’ index (PMI) and play major roles in economic forecasting. The overall objective of this study is to
assess the inter-relationships between CPI, PPI and PMI as predicting variables. This study is quantitative in
nature and employed an ARDL econometric model, error correction model (ECM) and Granger causality
approaches to establish long and short-run relationships. The ARDL method was used due to the fact that the
variables had a mix of stationarity at levels I (0) and the first difference 1 (1). Quarterly datasets were
obtained from Statistics South Africa (Stats SA) and the Bureau of Economic Research (BER) for the period
2000 to 2017. Results from the estimations discovered that variables cointegrate in the long-run.
Additionally, evidence of short-run relationships has been determined using ECM. Furthermore, causal
relationships were also analysed with results indicating that CPI causes PMI and PPI causes PMI. The
implication of the research is the confirmation of the importance of relationships between CPI, PPI and PMI,
which is especially significant in the short-run and the three index indicators are important macro-economic
indicators for changes in overall economic activity on a macro level.

Keywords: ARDL, CPI, PMI, PPI, South Africa

1. Introduction

An economy in the world is analyzed by means of critical macroeconomic variables such as inflation, GDP
growth, unemployment rates, exchange rates (Auerbach & Gorodnichenko, 2012). In this study, a different
approach was followed where three macroeconomic indexes were selected that have not been included in
econometric models on a regular basis. Economists regularly speculate about the relationships between
inflation or consumer price index (CPI), producer price index (PPI) and the purchasing managers’ index
(PMI). All three variables are seen as predictors of general economic activities in the business cycle of an
economy, but each variable has a different focus in the economy. In time periods of high levels of economic
activity and economic expansion, such activities could result in increased employment, with rising income
and consumer expenditure leading to increased demand for goods and services as well as commodities. Such
an increase in economic growth usually results in skills shortages and other macroeconomic problems such
as supply backlogs. Such a situation where demand outperforms supply, usually leads to price instability and
inflation due to higher production costs and demand (IHS Markit, 2017). The research question that is under
investigation in this paper is focused on the inter-relationships between the predicting index variables of CP],
PPI and PMI. The overall objective of the study is to determine the relationships between the three variables.
This study is unique and important in that limited studies have analyzed the three variables together and
these indexes and their relationships are different in developed and developing countries.

This study analyzed the situation in a developing country, namely South Africa, which is seen in many cases
as a proxy for emerging economies. The results of this study could present important findings for future
policy formulation. CPI could be defined as the general, continuous and sustained escalation in price levels of
services and goods in an economy and the average price level is measured by means of the CPI (Fourie &
Burger, 2017). According to Mohr (2001) the CPI is the most used economic indicator in South Africa and CPI
is used to calculate inflation rates on a monthly basis. According to Dornbusch et al,, (2014), PPI is also
described as a measure of the cost of a basket of goods, similar to CPI, but, PPI has a more limited and
different range of goods included in the measurement. PPI includes only raw materials and semi-finished
goods and measures good in the early stage of the distribution and supply chain system. Mohr (2001) states
that PPI is also estimated on a monthly basis and measures the price level of the “first significant commercial
transaction”. Prices of manufactured goods are for example measured where they leave the factory. PPI is
therefore different to CPI as it measures the cost of production whereas CPI measures the cost of living

25



Journal of Economics and Behavioral Studies (JEBS)

Vol. 10, No. 6, December 2018 (ISSN 2220-6140)

(Mohr, 2001). According to Mohr, (2001) the link between CPI and PPI is that changes in PPI indicate possible
movements or changes in CPL

PMI is defined as a composite index that measures growth and activity in manufacturing and also indirectly,
the total economy of a country (Chien & Morris, 2016). In addition, Aprigliano (2011) states that PMI
provides timely information on the spread of improvement or deterioration of business conditions. PMI is
compiled through surveys of purchasing and supply conditions in a country or region (Khundrakpam &
George, 2013). Purchasing managers are surveyed on their short-run purchases and production conditions
and decisions and could therefore be classified as a leading economic indicator (Khundrakpam & George,
2013; Pelaez, 2003; Tsuchiya, 2012). PMI data is available in the beginning of every month, before most other
macroeconomic datasets. According to Khundrakpam and George (2013), PMI is used by many central banks
to analyse overall economic activities relating to strength and direction. The rest of the study layout firstly
includes a literature review which consists of an analysis of concepts, and an empirical review of quantitative
results of previous studies; secondly the research methodology is explained with the associated empirical
results and findings. Lastly, recommendations are made with some concluding remarks.

2. Literature Review

In this section an empirical overview of the relationships amongst the variables included in the study is
provided as well as an analysis of the predictability value of the variables regarding the economy. Liping,
Gang and Jiani, (2008) analysed the relationship between CPI and PPI in China utilizing a Granger-causality
examination for the period from 2001 to 2008. They found that movement in CPI causes changes in PPI. PPI
reacted to changes in CPI with a 1-3-month time lag. This indicates that demand-side factors could play a
dominating role if compared to the supply-side factors in the Chinese economy. Akcay, (2011) also analysed
the relationship between CPI and PPI in selected European countries from 1995 to 2007, also using a Granger
causality test to determine causality. The results are not standard for all five countries. Some countries
indicated uni-directional causality from PPI to CPI while other countries presented a bi-directional causality.
Caporale, Katsimi and Pittis, (2002) investigated the relationship amongst CPI and PPI in the G7 countries,
employing causality testing method. A summary of the results confirmed uni-directional causality from PPI to
CPI. Barnes (2017), states that PMI is a significant indicator of general economic activities as most recessions
or boom periods start in the manufacturing sector.

The PMI is a score between 0 and 100. For example, a PMI of 50 indicates that an equal number of managers
indicated that conditions are better compared to getting worse. A PMI of 50 and above therefore indicates a
possible expansion of specifically the manufacturing sector (Koenig, 2002). In South Africa (SA), the PMI is
compiled by BER on a monthly frequency based on the principles as used by the Institute of Supply
Management (ISM) in the US. PMI’s strengths of a leading indicator are the freshness of data, power to explain
and understand other indicators better, shows trends in changes and analyse supply in the commodity
sectors (Barnes, 2017). PMI could be utilised as an effective forecaster of changes in GDP, inflation and
economic sectors, especially manufacturing activity (Lindsey & Pavur, 2005; Tsuchiya, 2012). It should
however be noted that the strength of PMI as a leading indicator, has in recent years lost some of its power
due to the diminishing role of manufacturing in the global economy (Barnes, 2017). Banerjee and Marcellino
(2006) also tested the relationship between PM], inflation and GDP growth in the US and found a significant
relationship between indicators.

For the period 2005 to 2012, using an ARDL econometric method, it was found that PMI was a significant
predictor of inflation and economic activities as well as the manufacturing growth in India (Khundrakpam &
George, 2013). Rossiter (2010) analysed the relationships between various macroeconomic variables where
the author utilized mixed-frequency forecasting equations for global quarterly economic output, imports, and
inflation using PMI. The results of the study indicated that PMI is valuable in predicting changes in the
economy. In period of shocks such as the financial crises in 2008, the PMI did not fully predict the changes in
the economy. This study emphasises the usefulness nature of indicators such as PMI for short-term
forecasting. Paterson (2014) analysed the relationship between inflation and PMI. The results of the study
within a boom period in the UK, was that inflation was increasing in tandem with PMI on a monthly basis
indicating that PMI was causing changes in CPI on the short term. In conclusion literature on the relationships
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between the selected indexes limited. Findings from the literature indicate that PMI is a leading indicator that
can be successfully utilized to predict changes in other indexes and macroeconomic indicators regarding the
general economic conditions, but more specifically the manufacturing sector. Other researchers have also
confirmed that PPI could in most cases cause changes in CPI.

3. Research Methodology

The study is based on a quantitative research methodology. The study used time series data for the period
2000 to 2017, with quarterly data. The data was retrieved from Statistics South Africa (Stats SA) and from the
Bureau of Economic Research (BER) databases. The variables included in the analysis are: consumer price
index (CPI); purchasing managers’ index (PMI) and the producer price index (PPI). These variables were
chosen given their significant forecasting value in the South African economy and the relationship that might
exist amongst the variables. The time evolution or changes in time series trends for each variable are
provided in Figure 1. CPI and PPI indexes indicating price changes over time with a specific base year, and
have experienced upward trending movements. PMI on the other hand indicates the outlook of purchasing
managers on the economy and has shown more volatile trends in both directions as the economy goes
through boom and bust periods. For uniformity and stability purposes, variables were differenced, and non-
stationary series are used to determine the long-run relationship. Thereafter, each deviation or shock from
the equilibrium is expected to adjust in following periods (Engle & Granger, 1987). The general consensus
from the literature is therefore that the order of causality is as follows: PMI causes PPI to change which
causes CPI to change.

Figure 1: Graphical Representation of CPI, PMI and PPI
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Numerous econometric models and approaches exist to determine or test long-run effects amongst economic
and financial time series variables. During the last few decades, the impact of works of scholars such as Engle
and Granger (1987), Johansen (1988), and Pesaran and Smith (1998) are recognised in the econometric field.
Nonetheless, to achieve the objective of this study, the Autoregressive Distributed Lag (ARDL) model,
introduced by Pesaran and Smith (1998) and revised by Pesaran et al. (2001), is chosen. The choice of this
model was made based on its numerous advantages of the model. Firstly, the ARDL model has the ability to
simultaneously estimate the long and short-run relationships. Secondly, it can be applied to variables that
have a mixture of stationary, both I (0) and I (1). Thirdly, the ARDL model allows the utilization of different
numbers of optimum lags. Furthermore, it is an appropriate model to determine the cointegration or long-run
relationship while using a small sample size. The only drawback of this model is its inability to provide
accurate results when applied to variables that are I (2) (Omar et al,, 2015).

Applying a linear relationship and following the econometric empirical literature, the inter-relationship
between CPI, PMI and PPI can be expressed as:

CPI; = F (PMIy, PPl Up) eoveeeoeeeeeesseeee e sesses s e see s ses s oo o s ses s e sessss s e ses s sos s oo (1)
ol (o) PO = POV T (2)
o Rl (o)) PO 2§ POV T (3)

Where u represents an error term and t denotes a time index. To analyse relationships on the long-run,
amongst the variables, a Bounds test, built on F-statistics or Wald test suggested by Pesaran et al., (2001) was
used. In these tests, the null hypothesis proposes the absence of cointegration, while the alternative
hypothesis indicates the presence of cointegration between variables. The CPI equation with the unrestricted
error correction model (UECM) is considered as:

AInCPl, = 9o + Xb_, @1 AINCPL_; + ¥V @0y APMI,_; + XV @3; APPI,_y +@,InCPI, +@sInPMI, + @¢lnPPI, +
L «eneeneseeeeneeneeessea e eeeeaeeaneeE e e SeeeaeenEeEReaRe SRS SREeaE£eEReaREa SRS SRESEfeE e AEe AR SRe£eReeRRe RS eReSaeEeReeRRe e ee eneeen£ennen e sreneas (4)

Where AlnCPI, AlnPMI and AlnCPI denote first differences of analysed variables. This equation is repeated
three times for each of the three variables (because each variable is firstly treated and dependent, then
independent). To test the null hypothesis of no cointegration, the UECM is considered. The set of the null
hypothesis and the alternative hypothesis are represented as follow:

Hy=¢,=¢s=¢c=0

Hy 294 # @5 # @6 #0

Provides tables comprising of two sets: the lower bound critical values indicating I (0) and the upper bound
critical values indicating series that are I(1). Such a conclusion can only be made if the F-statistics falls outside
bounds. In other words, if the F-statistics is greater than the upper bound critical values, the null hypothesis
suggesting no cointegration is rejected. Alternatively, if the F-statistics is smaller than the lower bound, the
null hypothesis is not rejected meaning the lack of a long-run relationship. However, if the F-statistics fall
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between the two bounds, unless further information, no conclusion can be made. The equilibrium relation of
long-run ARDL (q1, g2, q3) can be express as follow:
INCPI, = &g + X1 81 INCPIL_; + X2 853 PMI_; + T2 83y PPI,_y # €4 eevreeeveereerseeseeessseeesessss s (5)

Where e, denotes the gap between InCPI; and its equilibrium level, which is to be adjusted in the next quarter.
This equation is repeated three times (because each variable is firstly treated and dependent, then
independent). Subsequently, the outcome of the model expressing the speed of adjustment is expressed as:
AInCPIL, = 9y + X]_, 9y; AInCPI,_; + X1 (95 APMI,_; + X795 APPI,_; +048; 1 + Upeeeoreeecrereirreereeinne (6). In
Equation (6), €,_; denotes the error correction term. Its coefficient J, is expected to negative and significant.
It expresses the speed of adjustment for the consumer price index (explained variables) towards the long run
equilibrium. Equation (6) is repeated three times (because each variable is firstly treated and dependent, then
independent). To ensure the accuracy of the ARDL model used in the study, stability and diagnostic tests are
performed. Diagnostic test includes serial correlation, normality and heteroscedasticity.

4. Analysis and Empirical Results

Approach Dolado, Sosvila-Rivero Jenkinson (1990) were used for unit root testing and the outcome suggested
the absence of deterministic trends within the series under investigation. The Augmented Dicky-Fuller (ADF)
test was performed for unit root testing. Table 1 is a summary of the outcomes of the tests. As indicated, the
variables under investigation comprise of I (0) and I (1) variables, supporting the choice of the use of an
ARDL model for cointegration analysis.

Table 1: ADF Test Results

Variables Variablesin Levels Variables in First Difference Integration

order (result)

Constant constant & trend constant constant & trend
CPI 0.9999 0.6687 0.0596 0.0001* (1)
PMI 0.0447** 0.0157** 0.0000* 0.0000* 1(0)
PPI 0.6777 0.3069 0.0100* 0.0255** (1)

Note. *, ** indicate significance of variable at 1%, 5% respectively.

The procedure of ARDL analysis begins with the lag order selection (p) as represented in the equations (1),
(2) and (3). Different criteria are available for lag length selection. In this study, the Schwartz Information
Criterion (SIC) was used and the best models selected were ARDL (2, 0, 1) for the CPI model, ARDL (1, 0, 1)
for the PMI model and ARDL (3, 0, 2) for the PPI model suggesting that p = 2 is the right lag length for CPI, p =
1 for the PMI, and p = 3 for PPI. The optimal numbers of lags were used in determining the existence of a long-
run relationship amongst the variables using the Wald test. Using the F-statistics results, the conclusion was
that a long-run relationship exists amongst the analysed variables. The F-statistics value is 6.84 for the first
model; 4.59 for the second model and 3.47 for the third model. The F-test for model 1 and model 2 (as
presented in the equation 1 and 2) are greater than the upper bound (4.38) critical value from the Narayan
(2004:28) tables, with a significant alpha of 0.05 or 0.95 interval level of confidence. Henceforth, the null
hypothesis of no cointegration is rejected in favour of the alternative. Thus, under the ARDL model with the
optimum number of lags (q1, q2, and q3), variables are cointegrated.

As explained in the previous paragraph and displayed in Table 2, a long-run relationship (cointegration)
exists. Therefore, it is pertinent to analyse that relationship using the long-run coefficients as indicated in
equations (7), (8) and (9):

CPI = 84.88 - 0.989*PMI + 130T PPL......oceovveeoeooe e eeseeeee e sseses s eesees e ssesse s ses s e 7)
PMI = 89.68 +0.085%CPI = 0.103*PPL.......oc.ooroeeeeseeseeeeescesseseseeseeseee e seeess s sesees e seesessee o (8)
PPI = 196.79 +0.667*CPI +0.5023*PML.......c.ovooeeeereeseeesoes oo seeeseseseeseee s s sesees oo (9)

The highlights from the three equations are that a 1 percent increase in PPI could cause CPI to increase by 1.3
percent; both CPI and PPI have limited impact on PMI; and both CPI and PMI have positive and above 0.5
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percent impacts on PPIL. These results are similar to findings by Caporale et al., (2002) and Barnes (2017). The
result in Table 2 indicates the accuracy and goodness fit of the used model. The LM test confirms that no
serial correlation exists and the ARCH test revealed that variables are homoscedastic. Additionally, the
variables are normally distributed according to the Jarque-Bera test Furthermore, the CUSUM stability test
result, reported in Figure 2, proved models to be stable.

Table 2: The ARDL Diagnostic Tests

Variables CPI PMI PPI
F-stat 6.8480* 4.5983** 3.4734*
LM test (serial 0.0634 0.2791 0.3995
correlation)

ARCH (homoscedasticity) 0.3821 0.7215 0.7841
Jarque-Bera  (normality 0.8075 0.5120 0.3170
test)

Note. *, ** indicate the significance of variable at 1% and 5%, significance respectively.

Table 3: Short Run and Error Correction Models

Variables CPI PMI PPI
D(CPI) 1.6499*
D(CPI(-1)) 0.2580* 0.5984** -0.7044*
D(PMI) -0.0019 e 0.08440*
D(PPI) 0.1820* -0.1811 e
D(PPI(-1)) e e 0.3935*
D(PPI(-2))  eeeeeeee e -0.2210**
ECT -0.0100* -0.3362* -0.0184*

Note: *, ** indicate significance of variable at 1%, 5% significance levels respectively.

Figure 2: Stability Tests Results
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All variables in this study also interact in the short-run. This interaction is proven by the significant outcomes
as indicated. The short-run level of CPI depends on PPI behaviour, but also on previous or lagged levels of CPI
which is similar to findings by Liping et al., (2008). In contrast, the CPI level impact on both PMI and PPIL.
Nonetheless, PPI does not significantly affect PMI. Both CPI and PMI impact on PPI and PPI also responds to
its own shocks. In addition, the results indicate that any short-run disequilibrium in the model is adjusted in
the next quarters back to equilibrium. A Granger causality test was conducted to determine the causal
relationships amongst the variables under consideration on the short-run and the test outcome is reported in
Table 4. Based on this result, a uni-directional causal relationship exists between CPI and PMI. In other words,
CPI is a predictor of PMI. Similar findings were also found by Paterson (2014). Uni-directional causality
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occurs between PPI and PMI; that is to say, in short- run, changes in PPI can predict the PMI behaviours, with
similar findings by Barnes (2017).

Table 4: Granger Causality Results

Null Hypothesis: F-Statistic Prob.
PMI does not cause CPI 0.06996 0.9325
CPI does not cause PMI 2.88814 0.0429*
PPI does not cause CPI 1.99922 0.1437
CPI does not cause PPI 0.98531 0.3788
PPI does not cause PMI 3.14092 0.0499*
PMI does not cause PPI 1.24331 0.2952

Note: *indicate significance of variable at 5% significance level.
5. Conclusion

This study analysed the inter-relationships and causality between CPI, PMI and PPI in the South African
economy between 2000Q1 and 2017Q4. Firstly, a long-run interrelationship was examined and cointegration
was found in the series. Nonetheless, the short-run behaviour of each variable can impact on the other
variables in the model. In addition, causality tests were also performed and the outcomes revealed two uni-
directional causal relationships: firstly, between CPI and PMI, and secondly between PPI and PMI. Based on
this result, it is pertinent to indicate that although the variables cointegrate in the long-run their impact is
more effective in the short-run. Thus the relationships between CPI, PMI, and PPI are more of a concern in
formulating short-term than long-term economic policies in the South African environment. Interesting to
note from this study is that the results are not exactly what was expected and what was found during the
literature review process. Findings from the literature indicate that PMI is a leading indicator that can be
successfully utilized to predict changes in other indexes and macroeconomic indicators regarding the general
economic conditions, but more specifically the manufacturing sector. Other researchers have also confirmed
that PPI could in most cases cause changes in CPI. The general consensus from the literature is therefore that
the order of causality is as follows: PMI causes PPI to change which causes CPI to change. In this study on the
South African situation, it was found that the causality between the variables different to what was expected.
It was found that CPI causes PMI and PPI causes PMI and not vice versa.

The implication of the research is the confirmation of the importance of relationships between CPI, PPI and
PMI, which is especially significant in the short-run and the three index indicators are important
macroeconomic indicators for changes in overall economic activity on a macro level. These results indicate
that more research is needed on the relationship between these variables and also other variables could be
introduced. Although long-run cointegration was found amongst variables, the short-run results are
interesting as it were different to traditional perceptions of the causality. The study has interesting and
significant impacts for monetary policy formulation for developing countries. Each country is unique and a
different set relationship between economic variables. Finally, it can be concluded that economic indexes are
still important predictors for economic conditions but causality between variables differ from region to
region.
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Abstract: The small-scale agricultural sector is considered as an indispensable role player in improving the
South African rural economies by means of enhancing sustainable rural livelihoods. This paper critically
assesses the contribution of small-scale agriculture in enhancing the South African rural economies. The
South African Government have numerous agricultural interventions as an approach to improving rural
livelihoods. Despite various policies and interventions that have been in place to ensure that small-scale
agriculture improves rural economies; there is still a dearth of research in understanding small-scale
agriculture dynamics that affect rural economies. Some of the essential aspects of the findings reveal that
rural communities in South Africa regard small-scale agriculture as a source of income generation and
enhancing food security. These findings highlight the negative effects on the South African small-scale
agriculture suffering from insufficient productivity, infertility of soil, insufficient water and climate change.
The poor access to markets and inadequate financial support services were identified as the major
constraints that hinder small-scale agriculture to contribute to the Gross Domestic Product (GDP) and rural
economic development. The small-scale agricultural sector should come up with self-sufficient interventions
to avoid dependence on the Government and other stakeholders.

Keywords: Climate Change, Rural Communities, Rural Economy, Small-Scale Agriculture, South Africa

1. Introduction

The agricultural sector is regarded as the main driver for rural economic development (Gomala & Baluchamy,
2018) an essential asset and primary source of income at a household level and in developing countries with
more than 69% of poor people in the world making a living in rural areas. USAID (2018) acknowledges that
almost 70% of Southern African rural communities depend on the agricultural sector to secure their
livelihoods. The South African Government regards the participation of rural communities in the agricultural
sector as a pivotal strategy to improve rural economies. In South African rural areas, small-scale agriculture is
characterised by the production in both crop and livestock farming systems where rural farmers work in
groups on a small portion of land (Lininger, 2011) intended to meet their household necessities (Mthembu,
2013). Due to the insufficient production in the South African agricultural sector and the lack of productivity
in rural farming systems identified by Lahiff & Cousins (2005); the South African rural economy is threatened
by inadequate economic activities that have resulted in restrictions in creating rural economic growth. Small-
scale agriculture intends to make a significant contribution to improving rural economies by way of creating
employment opportunities, provision of food and contributing to the Gross Domestic Product (GDP). Lehohla
(2016) state that there is a decline in rural agriculture since the estimated percentage shows only 13.8% of
South African rural households are still engaged in the agricultural sector as compared to 19.9% in 2011.

Small-scale agriculture is therefore vulnerable in contributing to rural economic development because of the
inadequate formal and informal infrastructure, poor market and low productivity of farming systems
(Mthembu, 2013). Sekaleli & Sebusi (2013), stress that the agricultural sector, which mostly depends on
rainfall is experiencing tragic failure in productivity caused by the impact of climate conditions. Therefore, it
has become critical to assess the contribution of small-scale agriculture towards enhancing South African
rural economies. This paper seeks to address two main objectives the first is to determine the role of small-
scale agriculture in enhancing rural economy; and to identify the challenges hindering small-scale agriculture
to enhance rural economies. There are vast studies that have been undertaken to validate the role played by
agriculture in spearheading rural communities in South Africa, included those by Van Zyl, Nel & Groenewald
(1988); Sihlobo & Nel (2016) and; Pfunzo (2017). However, there have been limited studies undertaken to
discuss the contribution of small-scale agriculture to rural economies in South Africa. The findings of this
paper will contribute to the body of knowledge by signifying the importance of prioritising small-scale
agriculture towards ensuring effective improvement in rural economies. The information retrieved from this
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paper plays a vital role to comprehend the value of small-scale agriculture in improving rural economies. The
South African small-scale agricultural sector faces the danger of climate change of drought negatively
impacting.

2. Literature Review

The contribution of both subsistence and small-scale agriculture in improving the rural economy is not well
studied in South Africa. Kleinbooi (2010) suggested the need to review the procedures used in exploring
studies researching small-scale agriculture to ensure it accurately records the role of small-scale agriculture
and its potential in contributing to rural economic development. The contribution of small-agriculture in the
South African rural economy is not well recognised or documented because there is a dearth of
environmental policies supporting and protecting rural farmers from all possible risks they may face
(Khwidzhili & Worth, 2017). This has resulted in negative outcomes on the role of small-scale agriculture in
accessing the market and its contribution to the GDP to enhance the rural economy. This section reviews
literature that is related to the small-scale agriculture and its contribution to rural economies.

General Overview on Small-Scale Agriculture in South Africa: Small-scale agriculture is described as a
sector where rural communities apply their indigenous knowledge for farming to ensure that their farms are
productive (Simelane, 2017). South African small-scale agriculture is characterised by the production in a
dualistic farming system, which includes both crop and livestock farming (Lininger, 2011). The integration of
both crop and livestock farming has turned out to be very low in terms of productivity and has a negative
impact on the contribution of small-scale agriculture in improving rural economies (Siegmund-Schultze et al.,
2013). Small-scale agriculture is a process of transforming subsistence agriculture to commercial agriculture
with the purpose of selling their products to the market and ensuring the availability of food in their
households (Tagar & Shah, 2012). Small-scale agriculture is a major contribution to ensuring food security,
creating employment opportunities and reducing poverty in rural households worldwide. Mthembu (2013)
state that 92% of rural households engage in agriculture with the purpose of producing food and small-scale
agriculture creating employment opportunities for almost four million of the Country’s population.

Households participate in small-scale agriculture with the purpose of generating income in order to
supplement their household expenses. These two incentives have turned out to be a proposition that plays a
crucial role in supporting and motivating rural farmers to engage in small-scale agriculture and towards
improving the standard of living in rural communities (Aliber, 2011). South Africa is reported to have an
adequate production of food more especially at the national sphere (Baiphethi & Jacobs, 2009). Regardless of
small-scale agriculture contributing to both food and income, it is also expected to contribute to the Country’s
GDP making sure there is an improvement in rural economies. Small-scale agriculture is struggling to
contribute to the rural economy since rural communities participate in unstable rural based markets
whereby they sell their product to other residents and neighbours. It is estimated that the agricultural sector
contributes less than 3% in the GDP while contributing 7.2% towards formal employment. On the other hand,
the Department of Agriculture, Forestry and Fisheries (2017) indicated that in South Africa, the agricultural
sector was estimated to have the production value of R 273 333 million and it contributed almost R 80 245
million in 2016.

Challenges that Hinders Small-Scale Agriculture to Contribute in Rural Economy: The South African
small-scale agricultural sector is currently suffering from the consequences of climate change crippling
productivity of the agricultural sector (Mthembu, 2008). Ren et al. (2018) agreed that climate change
conditions have a negative effect on the agricultural sector worldwide, with a tragic decline in agricultural
production due to the number of incidences of natural disasters. The incidence of drought has led to the
scarcity of water for irrigation during the dry seasons creating a struggle in small-scale agriculture to produce
sufficient product to be sold in the market. Rowhani et al. (2011) state that climate change brings many
fluctuations in the production of the country’s agricultural sector and in turn an obstacle in the contribution
of small-scale agriculture in rural economies. On the other hand, Chikazunga & Paradza (2012) perceived that
small-scale agriculture has little to offer in rural economies because of the unavailability of financial support
system in order to assist poor rural farmers. Hanf (2014), identified that the neglect of rural small-scale
agriculture by the South African Government which focuses more on supporting the commercial agricultural
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sector. Small-scale farmers become vulnerable with no financial support to purchase fertilizers and feeding
resources to assist in keeping the farming sector more productive. Greenberg (2013) state that small-scale
farmers experience these problems because the Government provides more support for the large-scale
farming sector, aiming to adapt to the competition that takes place in a global level. Van Rooyen et al. (2017)
agreed to most countries governments and benefactors focus more on assisting large-scale farmers by paying
for infrastructural services.

3. Methodology and Materials

Data Collection and Analysis: The case study research was adopted in order to collect secondary data that is
relevant to the small-scale agriculture and rural economy. This paper relied on secondary data to analyse the
contribution of the small-scale agricultural sector in enhancing the rural economy. The case study played a
significant role in understanding previous and the complex issues hindering the contribution of small-scale
agriculture in rural economies. Zainal (2007) state that the case study method enabled researchers to reach
the further side of the quantitative statistics results. Case studies help a researcher to include both
quantitative and qualitative data in explaining the process and outcome of the phenomenon by the full
reconstruction and analysis of cases that are under investigation. The case study helps researchers to collect
the relevant information from different sources including officially published materials, technical reports and
documentation of data collection methods and procedures (Johnston, 2017). For the purpose of data analyses,
this paper adopted textual analysis as a tool to analyse reviewed literature, relevant to the small-scale
agriculture and its contribution to rural economies.

Theoretical Framework: The modernisation of agriculture through the modernisation theory was adopted
because of its strength and positive orientation to enable poor rural people to be part of the social and
economic development. Modernisation theory is often used to provide a full explanation of the processes of
agricultural transformation within societies. Power (2004) referred to the modernisation process to a model
of bringing transformation from the traditional societies to modern societies. Concerning the agricultural
sector, modernisation theory promotes a shift away from practising traditional agricultural methods to
adopting modern methods of agricultural practice. Toringepi (2016) mention that the modernisation theory
gave the small-scale farmers an option to substitute traditional agricultural methods (such as depending on
rainfall, hand digging, shift cultivation), with modern agricultural methods (such as utilisation of advanced
machines and fertilisers). Power (2004) further clarified that this theory focused on the principles, which
states there is a strong connection between the social and economic development towards bringing
significant progress and improvement in human development. The modernisation theory encourages the
adoption of technological process in order to assist rural communities to have control over their farming
systems. The adaptation of technological advancement is pivotal in the background of this paper since small-
scale agriculture currently linked with an underprivileged level of technology (Toringepi, 2016).

If small-scale agriculture can be granted the opportunity to be modernised, they can contribute to the
economic development of rural communities. Barnett et al. (1995) modernisation phenomenon include a full
range of changes and transformation which all traditional societies have to follow to reach the level of being
modernised. The process of modernisation in small-scale agriculture encompasses guidance and motivation
for farmers to start using new production, crops and try new marketing skills. Toringepi (2016) claim that
modernisation of the agricultural sector introduced to the diversification of farming systems, utilisation of
chemical fertilisers, tractors and the adoption of different scientific knowledge to replace traditional
agricultural methods. Small-scale agriculture should be regarded as modern once farmers show some specific
features. These features include being able to take effective decisions, having high technological skills and
understanding the value of production (Toringepi, 2016). There are challenges faced by small-scale
agriculture in most developing countries including inadequate scientific knowledge, lack of equipment and
scant marketing skills. Previous research of the model revealed that governments in most developing
countries do not focus on the role of small-scale agriculture in addressing rural issues ensuring rural
economic development (Lewis, 2013).
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4., Results and Discussion

The Nature of Agricultural Sector in South Africa: The results show that South Africa has two categories of
agriculture. It is subsistence agriculture, usually practised by rural farmers; and large-scale agriculture,
mainly practised by white people for commercial purposes. Tagar & Shah (2012) point out that small-scale
agriculture is to transform subsistence agriculture to commercial agriculture by enabling rural communities
to improve the rural economy and sustainable livelihoods. Despite the important role of small-scale
agriculture in South African rural economies, studies have shown that there are insufficient details and
reliable empirical evidence about the existence and operation of small-scale agriculture in rural areas. This
includes the shortage of recorded data about the trades, value and volume production of small-scale
agriculture in South Africa (Lahiff & Cousins, 2005; Ngcoya & Kumarakulasingam, 2017). Based on the
aforementioned circumstances, data pertaining to agriculture is being collected through community surveys
by Statistics South Africa, with the intention of understanding the nature of small-scale agricultural practice
at the level of households in South Africa. Figure 1, clearly displays the percentage of household participation
in the South African agricultural sector in 2016.

Figure 1: Percentage of Household Participation in South African Agricultural Sector in 2016
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Source: Statistics South Africa, 2017.

Figure 1 showed thatin 2016, 15.6% of South African households were engaged in agricultural activities with
an increase of 0.8% as compared to 14.8% in 2015. It has been recognised that 9.9% of these households
have cultivated farmlands, whilst 92.7% were engaged on small-scale farming (Statistics SA, 2017) including
backyard gardens. The small-scale agriculture was dominated by the dualistic farming system, which includes
both crop and livestock farming in some rural areas in South Africa. Statistics South Africa (2017) showed
that the South African household from their small-scale agriculture produced 53.4% of crops (both fruits and
vegetables) and 47.1% of livestock in 2016. In 2016, only 11.1% of agricultural households have received
support from the Government to improve their small-scale agriculture. In contrast, only 2.2% of those
households who have received assistance through training and 7.0% received assistance pertaining to
livestock vaccination services (Statistic South Africa, 2017).

Reasons for Small-Scale Agriculture in South African Rural Areas: Aliber (2011) agreed that the
percentage in the productivity of livestock and crops as mentioned above have turned out to be a proposition
that plays a crucial role in motivating rural farmers to participate in small-scale agriculture toward improving
the standard of living in their communities. Therefore, small-scale agriculture (see Figure 2) can be mainly
observed as both a source of income and food in South Africa.
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Figure 2: Reasons for Engaging on Small-Scale Agriculture in South Africa
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Small-Scale Agriculture as a Source of Food for Rural Communities: Figure 2 shows that almost 78.5% of
South African households engage in agriculture to secure an additional source of food and income.
Households engaging in small-scale agriculture as an additional source of food, more especially in rural areas
can be seen as a motivating factor in the following provinces: Limpopo Province at 91.5%; Eastern Cape
Province with 81.9%; and Mpumalanga Province with 79.0%. Baiphethi & Jacobs (2009) found that in South
Africa, the issue of food insecurity has an impact on poor individuals who reside in urban areas. They are
dependent on accessing food from markets, which is different from the rural context where people directly
engage in subsistence and small-scale agriculture to ensure the availability of food and generating a source of
income. Ruel et al., (1998); and Baiphethi & Jacobs (2009) note a severe increment on the reliance of rural
and urban area households in purchasing food from the market. The expenditures on purchasing food from
the markets can be estimated to be almost 60-80 % which is made up by the total income of households
dominated by individuals with low income from urban areas.

Small-Scale Agriculture as a Source of Income for Rural Communities: The availability of employment
opportunities for rural communities in small-scale agriculture could determine the sustainable generation of
income for rural populace. Aref (2011) affirm that small-scale agriculture has made a significant contribution
in generating income for rural households. The South African agricultural sector is currently unable to
effectively contribute in the creation of job opportunities, following a decline of about 0.3% in agricultural
employment opportunities during the first quarter of 2018 from 4.8% of the fourth quarter in 2017 (Statistic
SA, 2018). In 2016, South African rural households experienced a huge decline in agricultural productivity
(Lehohla, 2016). Figure 2 depicts two of the nine South African provinces North West (26.6%) and Northern
Cape (21.6%) regard small-scale agriculture as an extra source of income. The contribution of small-scale
agriculture in household income is too low compared to that of food per households. In the first quarter of
2018, Statistics South Africa (2018) indicate that only 5.3 % of South African households engage in
agriculture as an extra source of income while 2.2% view it as a main source of income.

Challenges that Hinders Small-Scale Agriculture to Contribute in Rural Economy: Ikerd (2011) assert
that small-scale agriculture must be able to protect the productivity of land and enhance the rural economy.
The productivity of small-scale agriculture is facing challenges which constraint farmers’ from benefiting
from their farming activities in rural areas. The small-scale agriculture is currently struggling to enhance
rural economies due to the following challenges:

Issues of Climate Change: It has been recognised that the entire agricultural sector is in serious jeopardy
due to the circumstances of climate change conditions (Ojoyi et al.,, 2017). Small-scale agriculture in South
African rural areas become more vulnerable to climate change conditions since they depend more on rainfall
during the summer season. The effects of climate change have put rural economies in danger with the lack of
water and food availability. Following the drought experience between the 2015 and 2016 the Country due to
climate change has affected the productivity of small-scale agriculture in South Africa, see Figure 3 below.
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Figure 3: Showing Drought Conditions in South Africa (2015-2016)
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The incidence of drought as it appears in Figure 3, negatively led to water scarcity leaving small-scale
agriculture with no water for irrigation, especially during winter. Hristov et al. (2018) point out that
productivity in livestock and crop systems are vulnerable because of climate change. Small-scale agriculture
is an essential instrument in improving the rural economy, it is important that it remains productive even
during the times of climate change so that it will manage to contribute in enhancing the rural livelihoods and
economies. Ren et al. (2018) suggested that rural farmers create strategies to adapt to climate change
circumstances by keeping small-scale agriculture productive and the ability to improve their economies.

Inadequate Infrastructural Services and Access to the Markets: Khandker & Samad (2018) identified
prioritising investment in rural infrastructural facilities (such as irrigation systems, roads,
telecommunications and so forth) could have an appropriate impact on small-scale agriculture enhancing
rural economies. Simelane (2017) point out that small-scale farmers may have insufficient experience in
technology to sustain their agricultural activities and accessing major markets. Infrastructural service in the
South African rural areas remains a serious problem as the majority of small-scale farmers lack transport to
access the markets and irrigation systems to facilitate their farms. The markets play an essential role in
improving rural economies, since most South African farmers have a desire to sell their products to the
market (Kapungu, 2013). The small-scale agricultural sector is still unable to gain access to the markets due
to poor transport systems not catering to agricultural produce or production. This issue has been a persisting
challenge in most South African rural areas where small-scale farmers use inappropriate transport to supply
their product to the markets (Bourguignon & Pleskovic, 2008; Mthembu, 2008).

Transport services (such as roads) have an essential role to play in linking rural farmers with the market and
circulating information when telecommunications are not available. The lack of transport services is still an
issue that many rural areas across the globe experience. The lack of irrigation systems was also recognised as
a hindrance for small-scale agriculture to be sustainable and contribute to rural economies. Antunes et al.
(2017) regarded the irrigation system as the main activity necessary in making assurances that small-scale
agriculture is sustainable and solidifying the existence of the environmental system for small-scale farmers to
continue participating in their activities (Antunes et al., 2017). These activities involve livestock and cropping
systems that rely more on rainfall for its survival. Mosha (2018) identified rural areas where the farmers
experience the absence and inadequate irrigation systems used to sustain the productivity of their small-scale
agricultural sector. Small-scale farmers cannot afford to buy irrigation facilities due to the lack of financial
support.

Inadequate Financial Support Service: The growth and contribution of small-scale agriculture in improving
the standard of livelihoods and rural economies rely on the accessibility of financial support. The process of
sustaining and transportation of products to the markets requires sufficient funds. The sad reality is that the
small-scale agricultural sector still experiences the draughtiness in terms of financial support for rural
farmers (Ruete, 2015) through the non-existence of policies introduced by Government to cater directly for
rural farmers in the expansion of banking services through formal stakeholders and financial institutions. In
South Africa, the main focus of Government is not on small-scale farmers but large-scale farmers, since

38



Journal of Economics and Behavioral Studies (JEBS)

Vol. 10, No. 6, December 2018 (ISSN 2220-6140)

Government does not manage to compensate for infrastructural facilities for rural farmers to access the
markets. This situation leaves small-scale farmers unable to purchase enough feeding and fertiliser resources
to cultivate their farms (Siegmund-Schultze et al., 2013).

5. Conclusion

This paper determined the role of small-scale agriculture in enhancing rural economies whilst pondering the
challenges in doing so. In this regard, the findings have shown that the South African small-scale agriculture is
dominated by crop and livestock activities in rural areas. Therefore, small-scale agriculture has reported to be
struggling to play a significant role in improving rural economies and livelihoods. The challenges that faced
the small-scale agriculture include climate change conditions and insufficient support services from
Government which is crippling the sustainability of rural livelihoods and rural economy. The poor
infrastructural facilities in rural areas have shown to be a disadvantage to rural farmers since they are unable
to access the market and compete with the commercial farming sector. This is due to the lack of financial
support services to assist rural farmers, with the results indicating that Government puts more focus on the
large-scale farmers while farmers in rural areas are unable to meet the needs and demand of the markets.

Recommendations: The paper proposes the following recommendations to address the issues that hinder
the contribution of small-scale agriculture in enhancing the South African rural economy:

Establishment of Rural Based Markets: The access to markets has been reported to be a problem hindering
small-scale agriculture to contribute to rural economic development. Therefore, it is recommended that the
South African Government should develop interventions for the small-scale agricultural sector to build rural
based markets that would be a centre of connection between rural farmers and the market. This includes the
advancement of technology such as online marketing strategies. It is also recommended to strengthen the
rural-based market by investing in research and development to ensure the sustainability of rural livelihoods
and the improvement of rural development.

Climate Change Adaptation Strategy: Climate change is a serious threat to the productivity and
contribution of small-scale agriculture in improving rural economies. It is essential to bring some
diversification in managing the small-scale agricultural practice. This includes a rotation in planting periods
and density and processes in cultivation strategies, which would play a significant role in acting against the
results of restricted moisture in order to reduce and neutralise climate change conditions. The conservation
of different types of seeds that would protect the environmental diversity from danger and grant small-scale
farmers with a prospect to make well-informed adoption strategies, that could be utilised towards fighting
against the climate change conditions and enhancing rural economic development.

Strengthen Financial Support: The inadequate financial support services have proved to be an issue in the
contribution of small-scale agriculture in rural economies. It is recommended that public or private sectors
intervene in order to implement formal financial institutions which will play a significant role in the
expansion of banking services in favour of rural communities. This initiative will play an important role as
small-scale farmers will be able even to borrow money (loans) to purchase needed products (fertilizers,
feeding resources, transport, irrigation facilities) required to sustain the productivity of their farms.
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Abstract: The importance of financial liberalization is well documented in the literature. However, there has
been an emergency of studies, which indicate that this can be another channel through which financial
instability is generated in the domestic economy. Utilising data from four SADC countries, the empirical
findings show that financial reforms are positively related to financial instability in almost all the
specifications. The empirical results further revealed that financial instability intensifies in the face of a
financial crisis. The result suggests that financial liberalization can therefore be another source of financial
instability in the region. The empirical results imply that though policymakers should liberalise the financial
system, policies aimed at maintaining financial stability should also be promoted.

Keywords: Financial liberalization, financial instability, Southern African Development Community

1. Background of the Study

The past decade witnessed, several developing countries liberalizing their financial systems with the aim of
increasing the scope of the financial sector, and enhancing its role of mobilising and allocating financial
resources to productive sectors of the economy (Enowbi and Mlambo, 2012). According to Patnaik (2011)
financial liberalization was introduced in developing countries in the 1980s with the aim of giving financial
markets a greater role in the development of countries and not just relies on the state. Patnaik (2011) further
noted that bringing in financial liberalization was also a response to a number of issues relating to finance in
developing countries. These issues included inefficiencies in the financial system, which was stifling the
financial sector. McKinnon (1973) and Shaw (1973) defined financial liberalization as “establishing higher
interest rates that balance the demand for and the supply of savings”. When a country has higher interest
rates, this would eventually lead to increased savings and financial intermediation as well as enhance the
efficiency of using savings in the economy. This will eventually translate into improved economic growth.
However, Magud, Reinhart and Vesperoni (2012) indicate that even though financial liberalization succeeded
in easing financial repression, its impact on growth and investment has not been convincing.

At the same time, there are studies such as Demirguc- Kunt and Levine (2008) and Enowbi and Mlambo
(2012) which highlight that financial sector liberalization may create financial sector instability and crisis.
The financial crisis could manifest itself in the form of bank failures, intense asset price volatility or a collapse
in market liquidity. This has the potential of disrupting the payment and settlement process with dire effects
as it can be transmitted to the real sector through its linkages with the financial sector. This is also supported
by Kaminsky and Schmukler (2003) and Lorenzo (2008). Ikhide and Alawode (2002) also document a
number of problems, which many of the African countries went through after liberalizing their financial
systems. These challenges include sharp increases in interest rates, bankruptcies of financial institutions and
high levels of inflation. Liberalization also resulted in increased capital inflows, which allowed rapid growth
in credit to public and private institutions, which were regarded as weak at the time. Demirgilic-Kunt and
Levine (2008) also highlight how the quality of lending in general deteriorated in many of the countries,
which implemented liberalization.

The SADC 2012 report on financial sector development points out that through the development of the
protocol on trade, the region is implementing plans, which are aimed at increasing economic liberalization
within the Southern Africa Development Community. The protocol is in line with the SADC vision of a regional
integration, which is supported by member states as it is viewed as another way through which the region
may have a strong economy as well as increasing international investment. Although much has been put
forward to support financial sector liberalization, it becomes important to also examine if it can be another
source of financial sector instability in the region given the mixed results in the academic discourse. The
paper is organised as follows: following the introduction, section two discuss the available literature, section
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three presents the model utilised in the study with section four and five presenting the discussion of results
and conclusions. The study is based on the De Meza and Webb (1987) model, which explains how financial
liberalization may result in financial instability. According to the model, financial instability is defined as a
decrease in the ability to repay bank loans.

2. Literature Review and Theoretical Framework

Financial liberalization is assumed to result in an increase in capital flows which is usually followed by a
credit boom. When there is a credit boom, the probability of over-borrowing is high. This is supported by
Kaminsky and Schmukler (2003) who argued that the probability of crashes in emerging markets is large in
the event that the capital account is open. The model assumes that entrepreneurs borrow money from banks
to start up projects. Due to financial liberalization there will be an increase in loanable funds due to an
increase in capital flows. This will therefore intensify bank competition as the banks scramble for customers,
which may result in a decline in franchise value of banks. In a bid to cope up with the competition, banks may
respond by accepting risk exposures which are beyond the usual standards so as to increase profits. Bezemer,
et al. (2015) highlights that some of the strategies which banks can engage in include economising on
screening and monitoring efforts. Banks may also gamble on their loan allocation decisions. This is in line
with Dell’Arricia and Marquez (2006) who argue that in a liberalised financial system, banks may relax their
screening efforts, which may increase the risk of the funded projects failing. Lorenzeni (2008) also suggests
that competitive financial contracts may result in excessive borrowing ex-ante and excessive volatility ex-
post. There are a number of empirical studies, which have been carried out to examine the relationship
between financial liberalization and financial instability though conclusions are varied.

Of the available studies, Dell’Arricia and Marquez (2006), argues that the liberalisation of the financial sector
results in an increase in credit availability as banks relax their screen efforts. This will result in risk projects
being funded, which increase the probability of failure and default. In another study, Bezemer et al. (2015)
established that entry of risky entrepreneurs due to a decrease in borrowing costs can be another channel
through which financial liberalization may result in financial instability. Utilizing impaired loans as a measure
of financial liberalization the authors established that countries, which are more liberalized, experienced
more financial instability during the 2008 global financial crisis. There are studies, which have established
that financial liberalization results in a credit boom. Of these studies, Kaminsky and Schmukler (2003)
established that financial liberalization results in an increased inflow of capital, which is then followed by a
domestic credit boom. This is consistent with the IMF World Economic Outlook 2011 survey report, which
shows that in 19 advanced, and 28 emerging economies financial sector liberalisation resulted in an increase
in the inflow of external financial resources, which contributed to a credit boom. In addition, Magud et al.
(2012) also established that in 25 emerging economies, huge capital inflow following financial sector
liberalisation raised domestic credit.

These findings are consistent with Calderén and Kubota (2012) and Furceri, Guichard, and Rusticelli (2012).
There are a series of studies also which have established that financial liberalisation may expose countries to
crises. Of these studies Ranciére, Tornell and Westerman (2006) established that countries which have
financial systems which are liberalised, they have a high probability of experiencing a financial crisis. This will
also result in a contraction in output. Studies by Bordo, Barry, Daniela, Maria, Martinez, and Andrew (2001),
Eichengreen and Arteta (2000), Barrel, Davis, Karim and Liadze (2010), and Rodrik (2005), amongst many,
also show a strong association between financial liberalization and the beginning of a financial crisis. Tornell,
Westermann and Martinez (2003) also highlight that financial liberalization does come with benefits. The
authors indicate that in countries with developed financial markets, financial liberalization has contributed
towards growth, but as well as to higher chances of instability. Tornell et al. (2003) also suggest that
liberalization results in faster growth as it results in lessened financial constraints, but this happens when
agents take on credit risk, which in turn makes the economy fragile and exposed to a crisis. Financial
instability is measured by impaired loan Ratio (ILR) which is a share of loans due by 90 days in gross loans.
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3. Data and Research Methodology

Model Specification: The study is based on the De Meza and Webb (1987) model discussed earlier which
proposes that there is a link between financial liberalization and financial instability. In the model, it is
assumed that entrepreneurs borrow money from banks to start projects. As a country liberalise its financial
sector, there will be more credit available, which increases the degree of over-borrowing. In addition, due to
excessive credit availability, this may attract risk entrepreneurs who are likely to default. Thus, as many
entrepreneurs’ default, this amounts to financial sector instability. Based on the model and Bezemer et al.
(2015), the following equation is proposed:

ILR, = f (FinRe form dTxFinRe form, X) 1

Where ILR is the impaired loans ratio, FinLibitp is financial liberalization dT represents a dummy variable
measuring the financial crisis. The study took into account the 2008 global financial crisis (dTgtobal) Which
assumes values of 1 and 0 after and before the respective crisis. X represents a number of control variables
such as Private Credit, GDP, Government consumption and Inflation. T represents time and i represent the
country. Equation 1 was adopted taking into account other important variables in the SADC countries. Thus
the following empirical model was utilised:

ILR, =a, + f,FinRe formtfID + [, (dTg,oba,xFin Re formtfp) + B,PC, + 5,GDP, +
BGovCons, + g;Inflation, +u,

The extent to which financial liberalization may influence the domestic banking sector is not instantaneous
(Bezemer, et al. 2015). To account for this, Equation 2 was estimated including a lag of the dependent
variable.

ILR, =a, +a LR, +a,FinRe form,_, +a,(dT,,XFinRe form,_ ) +a,PC; +a,GDP, +
a;GovCons, + a, Inflation, +u,

Definition of Variables and Expectation Apriori: Financial instability is measured by an impaired loan
which is a ratio of loans which are 90 days overdue to gross loans. This is consistent with Bezemer, et al.
(2015). Financial liberalization is measured by financial reform Index of Abiad, Detragiache and Tressel
(2010). The index is based on seven dimensions ranging between 0 and 21. The literature review section
indicated how financial liberalization might act as a catalyst for financial instability after a shock. Thus the
2008 financial crisis will be treated as an external shock. In this case, the 2008 Global financial crisis
interacted with the financial liberalization variable. For control variables, financial development is measured
by Private credit as a percentage of gross domestic products (GDP). A negative relationship between financial
instability and financial sector development is expected. Credit to the private sector is expected to have a
negative relationship with financial instability. GDP per capita is used to measure economic growth. Inflation
is measured by the GDP deflator. Government consumption represents the role of the government in the
domestic economy.

Data Sources: Data were collected for four countries, thus South Africa, Mozambique, Tanzania and
Madagascar. The choice for the countries to be included in the study was based on the availability of data.
Data on financial liberalisation is up to 2012. This has resulted in the study period being confined to the
period mentioned above. The data for impaired loan ratio was obtained from the DFID project database. The
remaining variables namely private credit, per capita GDP, inflation and government consumption were
obtained from the World Development Bank indicators in annual form.

Estimation Technique: The study utilised panel data given the nature of the variables utilised in the study.
Panel data analysis is a combination of time series and cross-sectional data. Generally, the two approaches to
panel data analysis are the random effects model and the fixed effects model. The Random effects model
treats the constants for each section as a random parameter. The advantages of the of the random effects
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model are that the model has fewer parameters as compared to the fixed effects model. It also allows the use
of dummies. However, there are a number of challenges with the model. Firstly, there is needed to make
assumptions pertaining to the distribution of the random component. Secondly, in the event that the
unobserved group-specific effects are correlated with the explanatory variables, the estimates will be biased
and inconsistent. On the other hand, concerning the fixed effects model, the constant is treated as group-
specific. The model allows for the different constants for each group. The model is also known as the least
square dummy variable (LSDV) estimator. In this regard, the model includes a dummy variable for each
group. The model can be written as follows:

Yie =8 + B Xg + B Koy v + B Xy + Ui

This can be written as:

Y =Da+ Xf' +u

The dummy variable allows one to take different group-specific estimates for each of the constants for each
different section.

The Hausman Test: The Hausman Specification Test was utilised to choose between the fixed effects and the
random effects model. The test assumes that there are two estimators, 3, and f of the parameter vector £3.

The test thus tests the two parameters whether the random effects are consistent and efficient under the null
hypothesis, against the alternative that the fixed effects are consistent.

Diagnostic Test: The study also used the residual cross-section dependence test as a diagnostic test.
According to Pesaran (2004) this test is a simple test of error cross-section dependence which can apply to
many panel data models with a Large N, but small T. Cross-sectional dependency in the panel, data can be
tested by three tests. These are the Pesaran CD, Bruesch-Pegan and the corrected LM tests.

4. Presentation of Empirical Results

Correlation Matrix: Table 1 reports the relationship between impaired loans, financial reforms and the
control variables namely inflation, domestic credit in the private sector, government expenditure and GDP. As
shown in Table 1, the correlation between impaired loans, credit to the private sector and government

expenditure is positive and also significant.

Table 1: Correlation Matrix

FINANCIAL_REF LIMPAIRE LDCP LGOVERNME LINFLATI GDP_GROW
ORMS D_LOANS NT_EXP ON TH
FINANCIAL_REFORMS 1
LIMPAIRED_LOANS 0.203" 1
P-value (0.309 -
LDCP 0.750" 0.055™ 1
P-value (0.000) (0.781) -
LGOVERNMENT_EXP 0.365" 0.023™ 0.527" 1
P-value (0.061) (0.234) (0.004) -
LINFLATION -0.018™ 0.046™ -0.121" -0.162" 1
P-value (0.929) (0.817) (0.544) (0.418) -
GDP_GROWTH -0.241" 0.006™ -0.231" 0.280" -0.246" 1
P-value (0.224) (0.972) (0.246) (0.155) (0.215)  -----

*%0.01 p <level; * p < 0.05 level; * p < 0.1 level
Source: Author (Computed with E views 8)

Choosing the Correct Model: The Hausman test was estimated so as to choose the appropriate model and
the results are presented in table 2.
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Table 2: Hausman Test and F-Test

Test Test Statistic Critical value  Conclusion

Redundant Fixed Effects Test F=5.226 P-value= We reject Ho and conclude that
Ho: Cross-sections are homogenous 0.000897 the Fixed effects model should be
Hi: Cross-sections are used to account for country-
heterogeneous specific features.

Random effects vs Fixed effects Chi- P-value=0.00 We reject Ho. This means the
Ho:pu=p2=...=pn-1=0 Square=33.337 fixed effects model is the best
Ha: Not all equal to 0. model that allows heterogeneity.

Source: Author (Hausman test and F- test computed with E views 8)

Regressions on the Impact of Financial Liberalization on ILR: Table 3 shows the results of regressions
with the impact of financial liberalization on impaired loans ratio. The empirical results indicate that there is
a positive relationship between financial instability and financial liberalization. A 1% increase in financial
liberalization contributed 0.0745 percent increase in financial instability these results are in line with the
apriori expectation and are also in line with the study of Dell’Arricia and Marquez (2006). The authors argue
that financial liberalisation results in an increase in financial resources. This does also result in funding of risk
projects which may default in payment resulting in a financial crisis. The probability value for the test is less
than 1% level of significance, indicating that the random effect panel data technique is not suitable for this
study and a fixed effect was chosen. In Equation two, the financial reform dummy variable and domestic
credit to the private sector were introduced.

The introduced dummy variables captured the global financial crisis. Financial reform without the dummy
variable was found to be positive and significant. When the financial reform interacted with the dummy, the
relationship between financial instability and financial liberalization was positive though insignificant. This
suggests that a 1% increase in financial reforms resulted in 0.238 percent increase in financial instability.
This result again is consistent with Dell’Arricia and Marquez (2006), Lorenzoni (2008), Magud, et al. (2012),
Calderdén and Kubota (2012), Bezemer, et al. (2015). The authors highlight that during the global financial
crisis, financial liberalization resulted in an increase in competition by banks so as to maintain their
profitability. This exposed the banks to risk entrepreneurs who defaulted in payment of their obligations and
hence banks failures.

Table 3: Regressions with the Impact of Financial Liberalization on ILR

Equation 1 Equation 2 Equation 3
Variables FE FE FE
0.0745 0.638 0.616
FINANCIAL_REFORMS(-4) (0.54) (0.0006) (0.001)
0.238 0.262
Ak
FINANCIAL_REFORMS(-4)*DT (0.2291) (0.195)
-0.870" -0.740"
LDCP (0.001) (0.001)
-0.915
LGOVERNMENT_EXP (0.035)
-0.036™
LINFLATION (0.889)
0.004
GDP_GROWTH (0.896)
0.463 -6.994 -4.601
CONSTANT (0.811) (0.0016) (0.037)
Years effects Yes Yes Yes
R-squared 1.65 1.65 1.65
Adjusted R-squared 0.862 0.862 0.86

Note: *** p < 0.01 level; ** p < 0.05 level; * p < 0.1 level
Source: Author (Computed with E views 8)
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On the other hand, the results show that for all the control variables, private credit, government expenditure
and inflation they are all negatively related to financial instability. With regards to private credit which is the
measure of financial development is negatively related to the financial crisis. This result is consistent with the
findings of Abiad et al. (2010), Balmaceda, Fischer and Ramirez (2013) and Bezemer et al. (2015) who
concluded that financial development increases financial openness which creates competitiveness, slowing
down financial instability. It is essential to note that financial reform index including the Financial Reforms (-
4)*DT capturing the dummy which captures the global financial crisis in all the three equations has a positive
relationship with impaired loans. This implies that banks in more financially liberalized selected SADC region
countries prove to be financially unstable when there is a financial crisis. This is consistent with Bezemer
