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Editorial

Journal of Econmics and Behavioral Studies (JEBS) provides distinct avenue for quality research in the ever-
changing fields of economics & behavioral studies and related disciplines. Research work submitted for
publication consideration should not merely limited to conceptualisation of economics and behavioral
devlopments but comprise interdisciplinary and multi-facet approaches to economics and behavioral theories
and practices as well as general transformations in the fileds. Scope of the JEBS includes: subjects of
managerial economics, financial economics, development economics, finance, economics, financial
psychology, strategic management, organizational behavior, human behavior, marketing, human resource
management and behavioral finance. Author(s) should declare that work submitted to the journal is original,
not under consideration for publication by another journal, and that all listed authors approve its submission
to JEBS. Author (s) can submit: Research Paper, Conceptual Paper, Case Studies and Book Review. Journal
received research submission related to all aspects of major themes and tracks. All submitted papers were
first assessed by the editorial team for relevance and originality of the work and blindly peer reviewed by the
external reviewers depending on the subject matter of the paper. After the rigorous peer-review process, the
submitted papers were selected based on originality, significance, and clarity of the purpose. The current
issue of JEBS comprises of papers of scholars from South Africa, Zimbabwe, Nigeria, Namibia and Indonesia.
Internet banking adoption, influence of firm specific determinants on financial performance, weak form
market efficiency, effective strategies to curb corruption, antecedents of employee intention to stay,
measurement employee engagement, income diversification, inequality and poverty among rural households,
host community participation in informative consultation and decision-making processes, sucrose quality in
sugar: determinants and empirical implications, food inflation and passenger vehicle purchases, market
orientation and performance of SMEs, endogeneity effects of conservation agriculture adoption, military and
peacekeeping efforts, monetary policy transmission mechanism, human capital reputation as an antecedent
of FD], influence of packaging elements on buying behaviour, impact of ethical practices on the performance
of SMEs, understanding the theory of consumption, work intensification, structural transformation in
agricultural sector and plastic money & electronic banking services were some of the major practices and
concepts examined in these studies. Current issue will therefore be a unique offer where scholars will be able
to appreciate the latest results in their field of expertise, and to acquire additional knowledge in other
relevant fields.

Prof. Sisira R N Colombage, Ph. D.
Editor In Chief
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Internet Banking Adoption in South Africa: The Mediating Role of Consumer Readiness

Aguidissou 0. C., Richard, Shambare, Rugimbana, R.
Tshwane University of Technology, South Africa
Omerich@yahoo.fr*, rshambare@gmail.com, RugimbanaR@tut.ac.za

Abstract: The recent rapid development of Internet banking (IB) around the world is not without certain
challenges. For instance while a majority of banking SSTs (Self Service Technologies, e.g. ATMs and debit
cards) have been well received by the South African market, consumers seem sceptical towards Internet
banking. This paper seeks to test various conceptual frameworks of consumer adoption patterns of IB with
the view of a framework with the greatest explanatory power for the South African market. To achieve the
stated objective of a framework for IB adoption in South Africa, this paper suggests an approach not yet
undertaken, according to the literature review conducted, within the South African retail banking industry -
investigating a comparison of the predictive efficacy of two common groupings of variables most cited in the
consumer behaviour literature as important determinants of adoptive behaviour in SSTs. These are:
perceptions of innovation characteristics and consumer readiness (CR) variables. Therefore, the primary
objective of this article is the consideration of this gap within the body of knowledge around South African
consumers’ IB adoption behaviour. Through a descriptive quantitative analysis of 1516 large sample size,
innovation characteristics as consumer’s perceptions (complexity, perceived risk notably) or views
(endogenous variables) were found with greatest predictive power over IB adoption, in the South African
consumer market context. This finding is therefore for marketers (particularly in South Africa) a set of useful
tools that can be relevant to promote the adoption of IB.

Keywords: Internet banking, Consumer choice behaviour, Innovation characteristics, Consumer readiness,
South Africa

1. Introduction

In the last two to three decades, the South African banking industry has undergone significant reforms. The
current state of retail banking in the country has been largely shaped by the on-going progressive
deregulation of the financial services sector that began in the early 1990s (Falkena, Bamber, Llewellin and
Store, 2001; Shambare, 2012). According to Falkena et al. (2001:80), the global trend of banking deregulation
reached South Africa in the early 1990s; resulting in the removal of several previously-imposed restrictions
and monopolies. For instance, financial institutions were no longer required to specialise in only one product
line, meaning that insurance companies could say also offer banking services, which naturally increased
competitive pressure in the industry. To maintain market share, banking institutions turned to innovations
such as electronic banking systems and the rapid diffusion of technology-based product distribution channels
(Falkena, Bamber, Llewellin and Store, 2001:390). Numerous SSTs were introduced in this period, such as IB
in 1996 and cell phone banking in 2000 (Nel, 2013:45). While a majority of banking SSTs (e.g. ATMs and debit
cards) have been well received by the South African market, consumers seem sceptical towards IB (Maduku,
2013:78). World Wide Worx (2013) found that IB remains the least adopted SST within the South African
retail banking market. Consequently, there have been increasing efforts to encourage consumer patronage of
IB (Maduku, 2013:94). In the quest to increase IB usage, financial institutions have, however, experienced
challenges in formulating effective marketing strategies. There seems to be a general lack of marketing
intelligence and in particular, limited knowledge on the diffusion and adoption patterns of the Internet and IB
(Sabi, 2014:17). Overall, within developing countries, including South Africa, there has been a lack of
academic research in the area of IB adoption (Maduku, 2013:76; Shambare, 2012:79). Thus, without the
guidance of sound scientific research, financial institutions will experience difficulties in developing strategy
to shift consumer behaviour towards IB adoption. Therefore, the primary objective of this article is the
consideration of this gap within the body of knowledge around South African consumers’ IB adoption
behaviour. Against this background, this study seeks to test various conceptual frameworks of consumer
adoption patterns of IB with a view to a framework with the greatest explanatory power for the South African
market. The remaining part of this paper is as follows: Discussion on IB in South Africa as following section.
Then, IB adoption framework is presented. Further the methodology and findings sections is made followed
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with results and discussion on summary findings, managerial implications, limitations and recommendations
regarding future research.

2. Literature Review

Internet banking in South Africa: Since the early 1990s, the global trend towards deregulation, the rise of
global financial services conglomerates, rapid technological developments and South Africa’s reintroduction
into the global economy contributed to the reshaping of the South African financial sector (Falkena et al,,
2001:80). Today, all South African banks together with the ‘big four’ (ABSA, FNB, Standard Bank and
Nedbank) provide e-banking services (Redlinghuis & Rensleigh, 2010:2). According to World Wide Worx
(2013), South Africa’s IB user rate is still remarkably low at only about 23 per cent. IB, similarly to e-banking
uses the Internet to access bank accounts and perform various functions as inter account-transfers, third-
party payments and checking balances. Internet banking as defined by Yiu, Grant and Edgar (2007:337), is the
delivery of banking services to customers through the Internet network. Consequently, it is a process which
allows a consumer to perform banking functions online. In South Africa particularly, very little research has
been conducted in terms of enhancing marketers’ knowledge of consumers’ decisions to adopt (or reject)
banking SSTs. Therefore, conducting further research on predictors of internet banking (IB) adoption is
imperative. Moreover, the approach taken by this study will contribute new knowledge within the consumer
behaviour, internet banking adoption and consumer perception towards use of technology. To achieve the
stated objective, the study developed a framework for innovation characteristics and consumer readiness,
predictive power over internet banking adoption in South Africa.

Internet banking adoption framework: Rogers’s (1962) IDT explains how over time, an idea or product
gains momentum and diffuses through specific population. Rogers (1995:16) enriched the same idea by
arguing that potential users make decisions to adopt or reject an innovation based on beliefs that they form
about the innovation. It includes five significant characteristics: compatibility, relative advantage, complexity,
observability and trialability (Rogers, 1995:265-266). But other characteristics, mainly perceived risk, have
been also added to those listed as reported by Kassangoye, De Jager and Rugimbana (2013:378). This paper is
focused on IB, an SST adoption case, which involves knowledge on consumer readiness, attitudes or
behaviours which are developed. Meuter, Bitner, Ostrom and Brown (2005:64), stated that CR is the “state in
which consumers are prepared and likely to use an innovation for the first time”. Consequently, consumer
readiness variables form part of the study framework. Meuter et al. (2005:62) argue that “there are certain
innovation characteristics or individual differences that vary in direction and significance across different
contexts”. Therefore, they suggest that the way to clarify the inconsistencies is through the use of mediating
variables to explain relationships between variables. A consumer readiness variable is introduced to mediate
between the innovation characteristics variables and the behaviour of trial (of the innovation) as the first step
of consumer adoption. In order to identify the predictive power of innovation characteristics and consumer
readiness, this paper draws on Meuter et al. (2005) model. The innovations characteristics are first of all
defined followed by consumer readiness.

Relative advantage: Relative advantage is defined as, “the degree to which an innovation is perceived as
being better than the idea it supersedes” (Rogers, 1995:212; 2003:15).

Compatibility: Compatibility refers to the extent to which individuals perceive that new products or services
have no conflict with their needs, beliefs, values and experiences (Rogers, 1995:224; 2003:15-16). According
to Rogers (2003:240), compatibility is defined as “the degree to which an innovation is perceived as
consistent with the existing values, past experiences, and the needs of potential”.

Trialability: Trialability is defined as, “the degree to which an innovation may be experimented within a
limited basis, which allows individuals to test drive an innovation before it is being adopted” (Rogers,
1995:243; 2003:16).

Observability: Observability, defined as “the degree to which the results of an innovation are visible to
others” (Rogers, 1983:244; 2003:15-16). The degree to which an innovation is perceived as being difficult to
understand and/or to use, is defined as complexity of an innovation (Rogers, 1995:242; 2003:16)

Complexity Perceived risk: “Risk” refers to a hazard that involves a cost (Paulino, 2011:5). Perceived risk
originated from the motivation of consumers to process information. It is also about Perceived risk is known
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as the negative attribute, and perceived benefit, the positive one. Consumer readiness includes role clarity,
motivation (intrinsic and extrinsic) and ability. A customer’s behaviour towards a product depends on his
readiness to use it. People who lack knowledge, understanding, motivation or skill on Internet banking, may
never become a potential user of this technological banking innovation product. Meuter et al. (2005:76)
findings show that consumer readiness variables have greater influence on consumer adoption of self-service
technologies (SST) than the other variables.

Role clarity: Role clarity is about customers’' knowledge and comprehension of the kind of participation
which needs to take place. In true, customers’ knowledge on what to do and performance expectations have a
greater tendency to do things that are needed.

Motivation: Motivation is the “forerunner of any tangible achievement in life” (Adeboye, 2015). Oyserman
and Sorrenson (2009:253), by linking identity to motivation, stated that “identity-based motivation results in
the readiness to take action, even when the action is not beneficial to the participant or is unlikely to have
been chosen outside of the specific context.”

Ability: In the views of Meuter et al. (2005:64), ability is about the extent to which the consumer possesses
the necessary skills and needed equipment to perform a particular task (or to use new innovations).

Figure 1: IB adoption proposed conceptual model

Antecedents Predictors Mediating Variables Adoption Process

Awareness

}

Investigation

Innovation Characteristics
Compatibility

Relative advantage
Complexity

Observability

Trialability

Perceived risk

l

Evaluation

|
|

Repeated use

!

Commitment

Consumer Readiness

Role clarity > Trial

Source: Adapted from Meuter et al. (2005:63)

In conclusion, two sets of variables namely innovation characteristics and consumer readiness variables, are
combined together in this article model to aim for credible and accurate research findings results.
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Research questions and hypotheses: The following research question was formulated:

In South Africa, what is the predictive power of exogenous and endogenous variables on Internet banking
adoption among consumers?

Consequently the research hypotheses are formulated as follows and offered basis for data collection and
data analysis:

H1: Role clarity mediates the relationship between:

Innovation characteristics variables and trial

Hy: Extrinsic motivation mediates the relationship between:

Innovation characteristics variables and trial

Hs: Intrinsic motivation mediates the relationship between:

Innovation characteristics variables and trial

Ha: Ability mediates the relationship between:

Innovation characteristics variables and trial

Hs: The consumer readiness variables are better predictors of trial than:

Innovation characteristics variables

3. Methodology

A descriptive single cross-sectional design according to Malhotra (2010:108) is the applied methodology for
this study. From self-completion structured questionnaire respondents, data was collected. For data analysis,
the analysis of statistics was made in line with the collected quantitative data.

Sample: The quantitative method of empirical inquiry, using the descriptive survey research design, was
employed for investigation related to the present study (Malhotra, 2010:108). Collecting data from
respondents took place by using self-completion structured questionnaires with a ‘drop and pick’ collection
technique method. This research is one with tested existing theories which “explains the precise relationships
between variables” according to Perry (2002:26); research design therefore is an explanatory (causal) in
nature as reported by Nel (2013:78-79). The sample size of 1 516 which largely surpassed the recommended
minimum of 590 participants recommended by Pallant (2010), and 385 according to Raosoft (2016) was
largely sufficient and able to generalise the findings of the study for a total of 7 000 000 Gauteng’s province
adults population. A stratified sampling technique was used to ensure the selection of a sample whose
characteristics are in line with the population of the Gauteng Province. The measured constructs influencing
choice behaviour factors known as ‘real-life’ phenomena (Healy and Perry, 2000:120) in past research, were
identified and tested (Berndt, Saunders and Petzer, 2010; Black, Lockett, Winkhlofer and Ennew, 2001;
Laukkanen, Sinkkonen, Kivijarvi and Laukkanen, 2007; Parasuraman, 2000; Rugimbana, 1998; Shambare,
2012). Except for studies such as Mallat (2007), Szmigin and Bourne (1999) that utilized qualitative
approach, quantitative methods was used in the vast majority of studies to measure IB adoption. It is for this
reason that quantitative techniques are used in this study. A large sample size of 1516 (70.51%) students
questionnaires respondents was completed and used during the present study compares to the total of 2 150,
distributed for the present investigation. It was desirable to use a homogenous sample (i.e., students) as they
are a homogeneous sample. Using homogenous samples, according to Calder et al. (1981:200) is preferred for
theory testing.

Questionnaire adaptation: The instrument of data collection is about questions measuring diverse aspects
in relation to respondents’ demographic characteristics, banking profiles and the parameters. Table 1
presents the structure and questionnaire rationality. Testing the predictive power of antecedent predictor
variables (innovation characteristics) and mediating predictor variables namely consumer readiness
variables, in order to predict consumer choice behaviour, is the present study’s objective. In the conceptual
model which is proposed in the area of Internet banking choice, three main elements are highlighted:
Innovation characteristics, consumer readiness and adoption, operationalised by trial representing those
parameters. A Likert scale (1 = Strongly Disagree; 5 = Strongly Agree) and structured questions were utilised.
The first two variables are continuous and were measured by using a 5-point Likert scale anchored at 1 =
Strongly Disagree and 5 = Strongly Agree. As measured by trial, adoption is a discrete (nominal) value. In
sum, the questionnaire was eight pages long, comprising three parts: the respondents’ banking profile,
measurement scales and demographic sections (Table 1).For 2 150 questionnaires collected from

9
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respondents, 1 516 responses were used for the present study as total sample size for the survey that was
conducted with 45,80% as male and 54,20% as female; 69,90% of these students age is between 21-30 years
with 93.70% as undergraduate. 78, 70% among them are with monthly income less than 5000 (ZAR), 62,10%
as full time students. Table 2 below illustrated participant demographic characteristic. Different statistical
analyses were performed using SPSS v. 23 (Field, 2009).

Table 1: Data collection instrument format

Section Section summary Scale development Rationale

A Respondents’ banking profile: Brown, Cajee Davies To determine
Information in the banking profile area. and Stroebel (2003); respondents’ banking
This encompasses the types of bank Rugimbana (1998) patterns

accounts utilised and also how often
these were utilised.

B Antecedent predictors’ scales: Meuter et al. (2005); Measuring TR,
Measure independent and mediating Parasuraman (2000); perceptionsand CR
variables. Rogers (1995)

C Respondents’ demographic Developed for this To describe demographic
characteristics: research from the characteristics of the
Demographics literature review sample

Source: Researcher’s own construct

Data analysis: As a result of the quantitative data collected, different statistical analyses were done. SPSS v.
23 was used to perform analysis as followed (Field, 2009):
e Descriptive statistics for samples’ demography description and banking-related Profiles (Daniel &
Terrel, 1995:42).
e  Chi-square tests for association identification among variables (Field, 2009:269).
e  Reliability analysis - through Cronbach’s alpha, the internal consistency (reliability) related to
measurement scales is assessed (Emory & Cooper, 1991:187).
e Factor analysis -variables’ reduction to latent variables smaller groups, as well as validity tests
(Field, 2009:629; Malhotra & Birks, 2007:125).
e  Multiple regression and logistic regression - for the proposed model and hypotheses testing (Hair et
al., 1998:90).

4, Results

Table 2: Demographic profile

Demographic characteristic South Africa
(%)
Gender Male 45.80
Female 54.20
Age < 20 years 21.80
21-30 years 69.90
31+ years 8.30
Study level Undergraduate 93.70
Postgraduate 6.30
Monthly income <R5000 78.70
R5001-R10 000 11.30
R10 001 - R15 000 2.90
R15 001 + 7.10

10
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Source of income Employed full-time 6.50
Employed part-time 5.30
Self employed 2.70
Full-time student 62.10
Part-time student 12.90
Unemployed/retired 10.50

Source: Own construct

In total, 2150 questionnaires were distributed to respondents to the investigation. As result, only
1516(70.51%) completed questionnaires were collected and used for the present study. The male
respondent participant rate of 45.8 % was smaller than their female counterparts which is 54.20 % as
described on Table 2. Significantly, the proportion of 69.9 % is representative of the age group 21 to 30 years.
21.80% and 8.30% per cent represent respectively respondent age group for less than 20 years and more
than 30 years according to present investigation (Table 2). Table 2 depicted also that the biggest percentage
(78.7%) of participants are undergraduate with an income of not more than R5 000 per month, while the
remaining of 6.30% are postgraduate. As presented by Table 2, only 7.10% of respondent earn more than R15
000 per month, while 11.30% monthly earning, is not more than R10 000. The fewest 2.90% respondent
monthly earning is between R10 001 and R15 000. Full time student with 62.10%, constitutes the highest
rate of this present research participant, while the lowest rate of 2.70% refers to self-employed student
participant. The remaining, 6.50%, 5.30%, 12.90% and 10.50% are respectively full-time employed students,
part-time employed students, part-time students and unemployed or retired as shown in Table 2. This
provides the key demographic characteristics of the study sample.

Respondents’ banking profile: Table 3.1a and table 3.1b summarize banking profile.

Table 3.1a: Bank institutions use

Bank Count Percentage
(%)*
Capitec 558 30.05
Standard Bank 382 20.57
FNB 332 17.88
ABSA 315 16.96
Nedbank 190 10.23
Do not have a bank account 35 1.89
Post Bank 19 1.02
Other banks 7 0.38
African Bank 6 0.32
Bidvest 5 0.26
Mercantile 4 0.22
Bank of Athens 4 0.22

Source: Own construct; *% based on total number of respondents

Table 3.1b: Extent of channel use (1=never; 6=daily)

Banking channel Mean Std Dev. users %
Bank branch 2.82 1.76 53.30
EFTPoS 2.77 1.82 50.20
Cell phone banking 2.77 1.82 50.20
Bank App 1.78 1.39 23.30
Telephone 1.78 1.38 23.20
ATM 1.58 1.27 16.10

Source: Own construct
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Scale Measurement

Construct reliability: The measuring of the multi-item scales questionnaire reliability was done by using
Cronbach’s alpha (Mazzocchi, 2011; Bryman & Cramer, 2001:71). Reliability is about multiple variables’
measurements, accuracy, precision and consistency (Hair et al., 2010). Internal consistency as reliability is a
commonly used measure to ascertain in a set of questions, how well items are positively inter-correlated.
According to Field (2009:677), the setting of the minimum alpha standard practice threshold to consider, is
0.7.

Table 4: Cronbach’s alpha (a) for the subscales

Multi-item scale Internet banking
Relative advantage 775
Complexity .798
Observability .827
Compatibility .854
Trialability 465
Perceived Risk .897
Role Clarity 764
Ability .700
Extrinsic Motivation .830
Intrinsic Motivation .882

Source: Own construct; (Study sample) <.4 cut off

Table 5: Variables KMO / Barlett’s test of sphericity values

Multi-item KMO / Barlett’s test of sphericity

Internet banking

(p-values)

Relative advantage .688 (.109)
Complexity .710 (.000)
Observability .693 (.000)
Compatibility .850 (.000)
Trialability .594 (.008)
Perceived Risk .914 (.000)
Role Clarity .658 (.020)
Ability .711 (.515)
Extrinsic Motivation .718 (.000)
Intrinsic Motivation .878 (.000)

Source: Own construct; Cut off point < 0.5 (Field, 2009:660)

Construct validity: As a result, the validity of the independent variables was determined employing factor
analysis which is a multivariate statistical method characterised by three keys functions (Stewart, 1981). The
first key function consists on reducing to smaller size variables, the number in case information analysis
amount is maximised. The second one is by searching in case of data being too large, qualitative and
quantitative data distinction. The last key function is about hypotheses testing relative to distinction numbers
or undergoing data set. Specifically, Oblimin rotation with principal components analysis (PCA) was used not
only for determining the items factors loading, but also for the inter correlation of factors themselves (Hair et
al,, 2010). Proceeding with PCA involved the use of Kaiser-Meyer-0Olkin (KMO) for the measure of sampling
adequacy (MSA) and the Sphericity Bartlett’s test (Shiu, Hair, Bush and Ortinau, 2009).

12
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Table 6: PCA loadings of independent variable constructs

Banking channel

Independent variable Internet banking
IDT (X2 =1.702; p=.0192) Factors retained 2

% variance 61.296%
CR (X2=10.205; p=.001) Factors retained 1

% variance 55.054%

Source: Own construct

The KMO index range is from 0 to 1. Value 0.90 + is marvellous, while value 0.60+ is mediocre and below .50,
unacceptable (Field; 2009:647). For this study, KMO index range is higher than 0.7, which is acceptable.
Secondly, for proceeding with factor analysis as scientifically recommended, the statistical probability, proof
of the existence of correlation matrix with significant correlations among variables, is generated by Bartlett’s
Test of Sphericity index (> 0.6), which is viewed a minimum tolerance. Lastly, in all cases the Bartlett’s Test
yielded p-values (p < 0.05), which are significant and high. Overall, 10 components of items’ total had Eigen
values over Kaiser’s criterion of 1 explain in combination more than 62.020% of the variance. Barlett’s test of
sphericity X?(1516) =292449.950, p < 0.001, indicating for PCA, that correlations between items were
sufficiently large (Field, 2009:672). KMO index range for this study is 0.934 higher than 0.90, which is
marvellous value. The factor structures, regarding both scales (IDT and CR) loaded in conformity to the
theory content (Table 6).

Test of model and hypotheses: For the test related to IB trial, mediated effects could not be concluded
between CR and both independent variables. For variable ability for instance, the effect on dependent
variable according to Table 7 is not significant at all [coefficient =-21.169; (p = .998)]. The meaning of this
fact is that no any independent variable is mediated by the factor ability. Additionally, though the other three
mediating variables, role clarity, extrinsic motivation and intrinsic motivation respectively[B = -1.661; p =
.000], [B =-1.551; p =.000] and [B = -1.259; p =. 000] have effect on dependent variable, not all items of both
independent variables are mediated by at least one mediating factor. Role clarity alone, among all four CR
variables, mediated complexity, compatibility, trialability and perceived risk, but without effect on relative
advantage. Overall, not all antecedent predictors of both independent variables that have direct effect on trial,
were found mediated by at least one mediating factor. It was deducted therefore that CR doesn’t mediate the
independent variables (innovation characteristics) for IB product.

Table7: Results of tests of mediation: IB
Change in effects of independent variables
(predictors) with the introduction of mediating

Significance of

Description of mediator: variables (Steps 2 - 4) Conclusion
test Step 1 Predictor Step 2 Step 4
B (p-value) (Innovation B (p-value) B (p-value)
characteristic)
Role of clarity as Relative -490 -315 No direct effect on
a mediator advantage (-112) (-381) adoption
between Complexity 1.498 1.429 Partial mediation
innovation (.000) (.000)
characteristics Observability -1.594 -1.269 Partial mediation
and adoption Role clarity: (.000) (.000)
-1.661(.000) Compatibility -1.755 -1.363 Partial mediation
(.000) (.001)
Trialability -.668 -.335 Complete
(.009) (.242) mediation
Perceived risk 1.227 1.185 Partial mediation
(.000) (.000)
Ability  as a Ability: Relative -490 -.151 No mediation,
mediator 21 16‘.3( 998) advantage (.112) (.695) failed in Step 1
between ) ' Complexity 1.498 1.420 No mediation,
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innovation (.000) (.000) failed in Step 1
characteristics Observability -1.594 -1.168 No mediation,
and adoption (-000) (.008) failed in Step 1
Compatibility -1.755 -.832 No mediation,
(-000) (.072) failed in Step 1
Trialability -.668 -.120 No mediation,
(-009) (.721) failed in Step 1
Perceived risk 1.227 1.090 No mediation,
(-000) (.000) failed in Step 1
Extrinsic Relative -490 -125 No direct effect on
motivation as a advantage (:112) (.726) adoption
mediator Complexity 1.498 1.510 No mediation,
between (.000) (.000) failed in Step 4
innovation Extrinsic Observability -1.594 -1.444 Partial mediation
characteristics motivation: (.000) (.000)
and adoption -1.551 Compatibility -1.755 -1.422 Partial mediation
(.000) (.000) (.002)
Trialability -.668 -201 Complete
(-009) (:483) mediation
Perceived risk 1.227 1.205 Partial mediation
(.000) (.000)
Intrinsic Relative -490 -.012 No mediation,
motivation as a advantage (-112) (.972) failed in Step 4
mediator Complexity 1.498 1.492 No mediation,
between (.000) (.000) failed in Step 3
innovation Intrinsic Observability -1.594 -1.390 Partial mediation
characteristics motivation: (.000) (.000)
and adoption -1.259( 00(')) Compeatibility -1.755 -1.166 Partial mediation
' ' (-000) (-005)
Trialability -.668 -.396 Complete
(.009) (.160) mediation
Perceived risk 1.227 1.275 No mediation,
(.000) (.000) failed in Step 4

Table 8: Hypotheses testing results

Hypotheses Supported
H1: Role clarity mediates the relationship between: supported
Innovation characteristic variables
H2: Extrinsic motivation mediates the relationship between: supported
Innovation characteristic variables
H3: Intrinsic motivation mediates the relationship between: supported
Innovation characteristic variables and trial
H4: Ability mediates the relationship between not supported
Innovation characteristic variables
H5: The consumer readiness variables are better predictors of trial than: not supported

Innovation characteristic variables

Source: Own construct

Past findings demonstrated that complexity, perceived risk and role clarity are related to adoption (Ngandu,
2012; Shambare, 2012; Wu, 2005) which also is confirmed in this paper. Ngandu (2012), on how factors
prompting electronic banking adoption; Shambare (2012) on comparing the role of consumer perception and
personality variables in predicting consumer preference for remote banking services; Wu (2005) on
investigating attitudes of retails banking over customer in South Africa. Similarly to present study findings, all
these cited authors, earlier underlined by one way or other the remarkable influential role of variables
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complexity, perceived risk and role clarity on consumers’ decision over banking products’ adoption in South
Africa. As previously defined, complexity is about degree to which an innovation is perceived as being difficult
to understand and/or to use, is defined as complexity of an innovation (Rogers, 1995:242; 2003:16).
Complexity as well as perceived risk are negatively related to innovation adoption (Black et al., 2001:392).
Except relative advantage, innovations’ complexity as concluded Black et al. (2001:392) was more highly
related to their adoption rate than any other innovation characteristics.

Discussion: Meuter et al. (2005) conducted similar study among USA consumers regarding banking Self
Service Technologies in general and underlined consumer readiness variables predictive power over
innovation characteristics variables. By contradiction with Meuter et al. (2005) findings, this paper “In South
Africa, consumer’s perceptions (endogenous variables) like complexity and perceived risks variables notably
provide better explanatory power in describing IB as SST adoption” (Rogers, 1995; Ngandu, 2012:117;
Shambare, 2012:178). Innovation characteristics outperform consumer readiness predictors for classification
accuracy compared to CR. Two variables among the six innovation characteristics, namely complexity and
perceived risk and one of consumer readiness (role clarity), were highly significant (p< 0.01). Complexity with the
strongest Wald score is the biggest contributor within the predictor- The present study, by conducting the
related investigation, established the fact that perceptions variables are irrefutably vital for IB adoption as
other SSTs, relevant antecedent predictors of consumer choice behaviour. In other words, as employed in
studies like IDT referring Rogers (1962; 1983; 1995), TRI Parasuranam (2000), Meuter et al. (2005) and
stressed by Kelly, Lawlor and Mulvey (2010) and Dhurup, Surujlal and Redda (2014), the related study’s
conceptual frameworks are not only usable in a country like South Africa, but can be suggested for use by the
body of knowledge for wider applicability.

The present paper’s survey findings are proof that South Africa’s country-specific conditions can efficiently be
explained within research work, and therefore must be seen as a useful and encouraging tool for both bank
managers and researchers. Obviously, research needs to be extended to other SSTs with regard to the present
study framework. Studies which focused only on one common grouping of variables as the determinant of
adoption behaviour, involved good empirical research (Akinci, AksoyandAtilgan , 2004:212; Cai Yang and
Cude, 2008:151; Hoppe et al., 2001:1; Maduku, 2013:76) that is applied to IB, mostly within a South African
context. But there are some phenomena that could not be explained, due to inconsistencies on some findings
as stated by Meuter et al. (2005:62). This is the motive of this paper, for better explanation of phenomena one
should consider two sets of variables simultaneously. As stated by Meuter et al. (2005:62), “to date, the
question of why innovation characteristics influence adoption behaviour has been left largely unexplored”.
Though encouraging, the present study results leave unexplored fields for better explanation phenomena
which are still to be conquered. That is why the need for future research is still pending. This research was
conducted using a university student sample, which according to Calder, Phillips and Tybout (1981:200), is a
homogeneous sample as indicated. But a wider consumer range could have been associated; this is seen as a
limitation through the relatively validated scales of the large sample size (n=1516). The theory model
applied referred exclusively to innovation characteristics, whereas other theories such as TRA, TPB and TAM
could also have been employed. Finally, the study is limited in this investigation by only considering the
Gauteng Province, while investigation could have covered the whole country.

5. Conclusion

The attempt to provide an answer to the above objective concluded first of all that all two mentioned
variables significantly predict IB adoption in South Africa. Secondary results also brought evidence for the
fact that consumer readiness was found with mediating effects between explanatory variables (perceptions)
and trial. Finally, comparing the predictive power of both variables as in the objective, perceptions
(endogenous variables) were found in South Africa with greater predicting power over IB consumer choice
behaviour and decision-making (Ngandu, 2012:117; Shambare, 2012:178; Wu, 2005:131-132). Future studies
are encouraged to cover other provinces beside Gauteng in order to compare the investigations results with
the present one. By doing so, bank marketers and the body of knowledge can really be provided with factors
influencing the nation’s IB consumer choice behaviour and decision-making. Factors predicting other SSTs
like ATM, cell phone banking and telephone banking also using Meuter et al. (2005), can also be explored in
order to give useful tools to bank decision-makers and also filling the related research gap within the domain.
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Abstract: This study concentrates on the impact of firm specific determinants on financial performance in the
power industry. The firm specific determinants used in this study as independent variables were capital
structure, firm size and liquidity whilst ROA, ROI and profitability were used as proxies of financial
performance. Modigliani and Miller (1958) argue that capital structure has no impact on financial
performance whilst the Trade-off theory suggests that the ideal capital structure that helps firm remain
financially healthy is the trade-off between cost of leverage and the advantages of debt. Beyond that trade-off
point, a firm will start making losses. The target population included 60 employees from all the 5 subsidiaries
of the Holding company and researchers used 40 respondents as sample size to enhance reliability. A
relationship was established between firm specific determinants and financial performance as measured by
ROA, ROI and profitability. The results showed a negative but significant relationship between capital
structure and financial performance and they support the pecking order theory which suggests that capital
structure is a significant determinant of financial performance. Firm size and financial performance were also
negatively related. However, a significant positive relationship was established between liquidity and
financial performance. From the findings the researchers concluded that firm specific factors have a
significant impact on financial performance. Researchers therefore recommend that ZESA holdings should
use its internal funds such as retained earnings and more equity than debt when financing its activities so as
to reduce leverage costs which lead to poor performance.

Keywords: Capital Structure, Firm Size, Return on Assets, Return on Investment, Financial Performance

1. Introduction

Given the dynamism that characterise today’s business environment, the corporate financial performance of
any business, not only plays the role of increasing its market value, but also leads towards the growth and
prosperity of the economy as a whole (Mehari and Aemiro, 2013). Financial performance is a key concept in
today’s economic environment shaped by fast changes, stiff rivalry and globalization. The financial
performance of a firm is represented by a firm’s profitability, return on assets, and return on investment,
sales turnover, earnings per share and dividend growth amongst others. The prominence of financial
performance has of late gained momentum and has enticed the attention, interests and comments from
researchers, the public, management of corporate entities and financial gurus. Nonetheless, it has received
little attention especially in developing economies as indicated by a plethora and unprecedented challenges
that has seen many Zimbabwean companies going under judiciary management because of poor financial
performance (Hawawini, Subramanian and Verdin, 2003).

Despite the fact that ZESA holdings is a monopoly in the electricity industry and has no immediate contenders
it has been financially underperforming. Even though electricity tariffs were adjusted such that a dollar buys
a couple of units of electricity hence exacerbating consumers predicament off and the corporate better off, the
power utility remains bankrupt. The situation was heightened in the hyperinflation and price control period
which left the utility almost insolvent and unable to pay either its trade creditors (electricity imports) or to
service its external debt. The holding utility has external obligation amounting to USD 426 million and about
USD 98 million of trade creditor arrears for power imports (News Day October 18 2010). The adoption of
multi-currency usage regime in 2009, receivables negotiations with large consumers and the rollout of
prepaid metering program in 2010 helped the utility to earn revenues of about USD 40 million per month
when contrasted with USD 6 million per month earned in the earlier year (2009). A top priority therefore was
to increase electricity revenue collection by strengthening and intensifying the prepaid metering program
and the general billing system to improve the liquidity of the utility (News Day October 18 2010). According
to the financial gazette of 2013 the power utility, ZESA Holdings, was burdened with an outrageous debt
amounting to US$800 million. This rendered the state’s power supply position unsafe, and obstructed
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endeavours to improve the struggling economy. In its financial statements for the year to December 2013
debt for the power generation and supply group amounted to US$774.7 million. What makes it more stressing
is that the group had defaulted on principal and interest reimbursements on all foreign loans amounting to
US$750.2 million. The financial statements indicated that some of the organizations’ debts have gone for
almost two decades without being repaid and are long overdue (Financial Gazette, June 2014).

The utility and its subsidiaries has been incurring negative working capital for a long time, and this implies
that the company does not have the ability to meet its current liabilities and long term liabilities as they fall
due. The enormous ZESA obligation has resulted in a feeble statement of financial position, presenting a
major challenge to the group which is unable to leverage on its balance sheet to raise funding to effectively
maintain and restore its infrastructure. There is now a growing concern that the debt obligation could affect
the utility’s financial soundness. The situation also presents a major challenge in attracting funding, for
planned capital projects. This would be difficult as it portrays a low credit rating for the utility. A stronger
ZESA would help anchor confidence in Zimbabwe’s power industry. The situation, however, has been
exacerbated by government, the utility’s sole shareholder, whose coffers are almost empty. Government has
not been able to bailout ZESA to facilitate the utility’s recovery. ZESA a strategic parastatal which government
should ensure is operationally and financially sustainable has failed to end a run of operating losses and now
needs more fiscal support than previously thought. However, there is a need to determine the causes for its
underperformance and recommend solutions to improve its state. In literature there are however diverging
views on the factors that determine financial performance. The study therefore seeks to establish the
determinants of financial performance in the holding company.

Statement of the Problem: Previous literature has not yet come to a sound conclusion as to what factors
determine financial performance. Hawawini, Subramanian and Verdin (2003) argue that external factors are
major determinants of firm'’s financial performance. However, Opler and Titman (1994) are of the view that
firm specific internal factors are the major determinants of financial performance. The relationship between
micro environmental factors and firm financial performance in the power industry still remains unclear. It is
still not certain whether micro environmental factors such as capital structure, liquidity and firm size are
indeed the determinants of financial performance of the power utility, otherwise financial performance is a
function of other external variables. Neither theoretical nor empirical studies to date have clearly revealed
the actual relationship.

Research Objectives:

e To establish the relationship between capital structure and ROI.

e To determine the impact of size of the firm on ROA.

e To find out if liquidity affects profitability.
Research Questions:

e  Whatis the impact of capital structure on ROI?

e Does firm size affect ROA?

e Isthere a relationship between liquidity and profitability?
Statements of Hypothesis:

o Ho.There is a negative relationship between capital structure and financial performance.
Hi. There is a positive relationship between capital structure and financial performance.
Ho: There is no positive relationship between size of the firm and financial performance.
Hi. There is a positive relationship between size of the firm and financial performance.
Ho: Liquidity has a negative relationship with financial performance.
Hi. Liquidity has a positive relationship with financial performance.

2. Literature Review

Financial Performance: Nirajini and Priya (2013) suggest that the concept to financial performance has
diverse meanings depending on the stakeholder’s point of view. All company stakeholders have different
interests in the affairs of the same firm. Management is highly interested in excelling beyond their profit
targets while company owners seek to maximize their wealth by increasing the firm’s market value. For
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shareholders, the perception of financial performance is solidly founded on the ability to distribute dividends
for re-investments. Credit organizations and commercial partners are concerned with the solvency and the
stability of the firm, its ability to repay advances when they fall due. Authors further argue that employees
value job security. To them, financial performance is the firm'’s ability to award them satisfactory wages.
Finally the government considers that a firm which is able to meet its tax obligations is that which is
financially performing well.

Firm Specific Determinants of Financial Performance: Hawawini, Subramanian and Verdin (2003) opine
that financial performance is a function of multi variable determinants ranging from macro to micro
environmental factors and this study centres on the firm specific determinants of financial performance.
Internal factors that determine financial performance include among others, growth opportunities, capital
structure, business risk, tangibility, firm size, corporate social responsibility and corporate governance
(Muneer et al., 2017). To attain the objective of the study, researchers used capital structure, liquidity and
firm size as determinants of financial performance.

Effects Capital Structure on financial performance: Capital structure is defined as how the business is
financed, primarily the proportions of debt (leverage/gearing) and equity that a business uses to finance its
assets, day to day actives and future growth (Jensen and Meckling, 1979; Igbal et al., 2012). Nirajini and Priya
(2013) define capital structure as how a firm is funded, thus it is a combination of both long term capital and
short term liabilities. Nirajini and Priya (2013) did a research attempting to analyse the relationship between
capital structure and financial performance during 2006 to 2010 financial years of listed trading companies in
Sri Lanka. They extracted data from the annual reports of sample companies and used correlation and
multiple regression analysis. The results revealed that there was a positive relationship between capital
structure and financial performance. Maina and Kodongo, (2013) undertook a research to examine the
relationship between capital structure and financial performance of firms listed at the Nairobi securities
exchange. They used debt to equity ratio as one of the capital structure proxies used to measure leverage. The
results showed that there was a negative but noteworthy relationship between debt to equity ratio and
financial performance of firms listed at the Nairobi securities exchange. The results harmonize with the
discoveries of Mwangi et al. (2014) who also attempted to find out the relationship between capital structure
and financial performance. Authors found out that, there was a negative but significant relationship between
debt to equity ratio and financial performance as measured by return on assets (ROA) and return on equity
(ROE).

Effects of Firm Size on financial performance: The size of a firm is the volume and the diversity of
production capacity and skill a firm holds or the amount and range of facilities a firm can offer concurrently
to its consumers (Papadogonas, 2007). The size of a firm is a crucial aspect in defining the profitability of a
firm in line with the concept of economies of scale found in the neo classical view of the firm. It suggests that
items can be produced on much lower costs by bigger firms than with smaller firms. Amato and Burson
(2007) argue that a positive relationship is expected between the size of the firm and financial performance.
Papadognas (2007) conducted investigation on a sample of 3035 Greek manufacturing firms for the period
1995-1999 wanting to find out if there was a relationship between firm size and firm’s profitability. He used
regression analysis which showed that for all size classes, firms’ profitability is positively influenced by firm
size. Using a sample of 1020 Indian firms, Lee (2009) studied the relationship that firm size has with firms’
profitability in US publicly held firms. An analysis on a sample of more than 7000 firms was performed. The
results indicated that firm size is vital in explaining profitability. However, this relationship was nonlinear
meaning that gains in profitability were lower for larger firms. Amato and Burson (2007) tested size-profit
relationship for firms operating in the financial services sector. The authors examined both linear and cubic
form of the relationship. With the linear specification in firm size, the results revealed negative influence of
firm size on its profitability. However, this influence wasn't statistically significant.

Effect of Liquidity on Financial Performance: Begg and Rudiger (1991) define liquidity as the rate in terms
of swiftness in which an asset can be converted back into money when ever needed. The most liquid asset of
all is cash. Investors define liquidity as the ability to change an investment portfolio into cash with little or no
loss in value. In accounting, liquidity is the ability of current assets to meet short term obligations. Many
theories have been developed to explain the impact of liquidity on financial performance. Fambozzi and
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Drake (2007) argue that a firm with high liquidity is considered to be financially strong nevertheless. The
level of liquidity should be based on the ideal levels of liquidity of each and every company. This issue has
been a subject of many theoretical and empirical studies. It should therefore be noted that although many
scholars have researched on this issue diverging views have emerged. Liquidity however is important and
necessary for company’s existence and Teruel and Solano (2007) support this idea using the results they
obtained from the Spanish small to medium enterprises. They studied effects on working capital management
on Spanish small to medium enterprises’ profitability and concluded that additional value can be created by
reducing inventories and the number of day’s accounts outstanding. Shortening the cash conversion cycle can
also be a means to improve firm’s profitability.

Working Capital Management: Block, Hirt and Short (2000) define working capital management as the
administration of current assets and current liabilities of a firm. Working capital is also referred to as
fluctuating capital of an organization because they change daily due to decisions by management. Working
capital is made up of various components such as cash, inventories, receivables and payables. The success of a
business is guaranteed by balancing the components of working capital (Gitman, 2009; Muneer et al., 2016).
Filbeck and Krueger (2005) support this view when they argue that the success of a business depends on the
ability of management to manage inventory, receivables and payables effectively. Horne and Wachowicz
(2000) argue that keeping too much current assets can affect the profitability of the firm and keeping too
little current assets may lead to failure in meeting the day to day needs of an organization.

Theoretical Literature: This segment discusses the various theories introduced by different scholars in
trying to appreciate the determinants of financial performance. It also presents empirical findings from
various scholars who carried out studies trying to validate the proposed theories.

Capital Structure Theories: Capital structure decision is one of the most important finance decisions a
company has to undertake if a firm is to perform well in the industry. The relationship between capital
structure and firms financial performance has been a confusing issue in the accounting and corporate finance
literature since the invention of the Modigliani and Miller theorem in (1958).They are of the view that since
under the perfect capital market there are no capital market frictions, taxes are neutral and if there is no
bankrupt cost, then the value of the firm is independent of capital structure. From then a number of theories
have been developed to give enlightenment on the relationship between capital structure of a firm and its
financial performance. The theories developed are the Pecking order theory, Static Trade-off theory,
signalling theory and agency cost theory among others. The decision made by a firm about its capital mix has
major effects on its competitiveness in the industry it operates (Myers, 2001). Therefore, to maximize profits
managers need to make right leverage decisions and companies should use an appropriate capital mix.

Modigliani-Miller Theorem: The capital structure theory was founded from the publications of Modigliani
and miller in 1958 when they tried to explain the relationship between capital structure and financial
performance. The theorem is an irrelevance proposition and argues that the value of the firm is not affected
by how it is financed that is debt or equity. It offers circumstances in which financial performance is not
affected by capital structure. Their study suggests that if firms are operating in a perfectly competitive
market, firm’s financial performance will not be related to capital structure. Thus they were suggesting that
there is no significant relationship between a firm’s capital structure and financial performance.

Trade-off Theory: The debate over the Modigliani - Miller theorem led to the invention of the trade-off
theory model. The addition of tax to the first irrelevance proposition led to the observation of the benefits of
debt as it saves earnings from taxes. The trade-off theory suggests that the ideal capital structure is the trade-
off between the costs of leverage (that is financial distress and agency costs) and the advantage of debt thus,
the interest tax shields (Brigham and Houston, 2004).

Pecking Order Model: The theory was developed by Myers (1984) and is believed to be an alternate theory
to trade-off theory where a firm has perfect hierarchy of financing decisions. The pecking order theory is of
the view that companies are financed following a hierarchy in order to reduce information asymmetry
between the parties involved. The pecking order theory unlike the trade-off theory does not assume that
there is a peak level of capital structure. Rather it assumes that firms follow a hierarchy when financing thus
they begin with internal financing, then debt financing and finally equity financing when raising funds.
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Agency Cost Theory: The agency cost theory was initially developed by Berle & Means (1932) and they
argued that the gap between ownership and control was increasing due to the decrease in equity ownership.
This leads to managerspursuing their own interests instead of maximizing shareholders wealth.It is the duty
of top managers to run the company in a way that shareholders wealth is maximized by increasing cash flows
and profits (Chang-AikLeng, 2004; Muneer et al., 2013). However managers always act the exact opposite of
what they are expected of, thus they do not always maximize returns to shareholders (Jensen & Meckling,
1976).

The Signalling Theory: Spence (1973) developed the signalling equilibrium theory and suggests that healthy
firms can be distinguished from underperforming firms by the signals they send to capital markets. The
pecking order theory suggests that firms that are healthy and profitable prefer using internal funds to finance
its capital structure. However it does not explain the importance of sending quality signals to the capital
market. This theory therefore explains the performance of a firm using the signals it sends to the market
(Ross, 1977; Muneer et al,, 2013). This is only effective if the bad firm cannot copy the good firm by sending
the same signal again. Ross (1977) suggests that debt can be used as a costly signal to separate good firms
from underperforming firms, and health firms use more debt that unhealthy firms. As suggested by Poitevin
(1989) to single out potential rivalry of new firms entering the industry debt can likewise be utilized. Harris
and Raviv (1985) contend that calling firm’s convertibles can be a kind of signal and Bhattacharya & Dittmar
(1991) show that stocks repurchase is another sort of signal to represent firm value.

3. Methodology

Descriptive research design was employed as it allows the application of both the quantitative and qualitative
data. The descriptive research design becomes more appropriate for this research because the study is
quantitative in nature.ltalso aids in finding solutions to the real causes of financial performance in ZESA
holdings. The database was obtained from management, bulletins, audit reports on financial performance,
annual reports and published financial statements of ZESA holdings from 2010 to 2014. The holding company
constitutes of 5 subsidiaries. The questionnaires were completed by ZESA holding officials who occupied
middle and top managerial positions. The researchers chose these respondents because they had information
necessary for the study. Subsequently, they are believed to be financially literate and hence they are in a
better position to understand the causes of the Power utility’s financial performance. Ghauri & Gronhaung
(2005) suggest that one of the major advantages of questionnaires is that the respondents can complete the
questionnaire at their free time when they are relaxed with no pressure hence it reduces the pressure given
by interviews which most respondents do not want. However, a total of 40 closed ended questionnaires were
retrieved for the final data analysis representing a response rate of 67 percent.

The study used both probability and non-probability sampling methods. Purposive sampling was used as a
non-probability sampling method to choose the respondents because it enabled the researchers to focus on
particular characteristics of a population that was of interest. Probability sampling was also used because it
enabled the target population to be represented in the sample and it is more accurate than non-probability
sampling techniques. Saunders et al (2009) suggests that if the study is using statistical analysis probability
sampling is ideal in order to have generalizability for the results. The researchers used stratified random
sampling. The population was divided into stratas (Finance managers, Commercial managers, Sales
managers, and senior Accountants) and from the strata; individuals were randomly selected to be in the
sample. Using stratified random sampling ensured that all groups concerned are fairly represented in the
sample. It also increased the chances of getting more precise information about the variable under study. Hair
et al. (2006) supports the use of stratified random sampling because it ensures that the population is truly
represented unlike using simple random sampling.

Reliability and validity: To ensure Reliability and validity the study used a sample size that was a true
representation of the population. The questionnaires were pretested in order to assess the clarity of the
questions and to remove irrelevant questions. This ensured that the data generated had the information
required in the study. Questionnaires were then distributed to respondents who were well acquainted with
the area under study hence the results produced were reliable. The study also made use of secondary data
from Audited financial statements of the holding company. It means the data used was a true representation
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of the holding company. Data was also analyzed using statistical tools such as Eviews 8 and Stata version 13.
This ensured the accuracy of results got and hence the data was reliable

Model for Data Analysis: The data collected was analyzed using simple linear regression model because it is
more accurate and produces more reliable results. A statistical analysis of data was done using the Microsoft
excel and STATA version 13.The purpose of using STATA was to test if financial performance of the power
utility measured by ROI and ROA relates to capital structure decisions, firm size and liquidity measured by
questionnaires (Keller, 2005).

Model Specification: The study adopted a model by Ongori (2013) who sought to examine the determinants
of financial performance of commercial banks in Kenya. The model was modified by dropping the
unnecessary variables on this study.
The model took a linear regression form as follows:
Y= BO + lelt + BZXZt + 83X3t + |J-t
Z= BO + lelt + BZXZt + B3X3t + |J-t
W= B() + lelt + BZXZt + B3X3t + Ht
Where Y = financial performance measured by ROA
Z = financial performance measured by ROI
W = financial performance measured by profitability
X1 = firm size
X, = capital structure
x3; = liqudity
B, = intercept
W, = error term

Dependent variables: The dependent variable in this study is financial performance. The study used Return
on assets, Return on Investment and profitability as proxies for financial performance

Return on assets (ROA): ROA is a management ratio that measures profits against the assets used to
generate revenue. It is considered a measure of efficiency as it measures revenue earned for every dollar
invested in Assets. A firm with a good ROA means that it is translating its assets into profits effectively
(Casteuble, 1997). It is calculated as follows

ROA = Net profit after tax /Total assets

Return on Investment (ROI): It is a performance measure used when evaluating the efficiency of an
investment. It is a ratio that aids in decision making such as assert purchase decisions, approval and funding
decisions for projects and programs of different types. The definition and formula of return on investment
can be modified to suit the circumstances depending on what is included as returns and costs. For example to
measure the profitability of a company the following formula can be used to calculate return on investment.

Return on Investment = Net profit after interest and tax
Total Assets

Profitability: [t is a measure of a firm’s ability to generate revenue as compared to the expenses it incurs. It is
measured as below
Net profit margin = net income/net sales

Independent variables: Independent variables in this study are firm size, capital structure and liquidity and
are explained below:

Firm Size: Most studies express firm size as a logarithm of total assets. This indicator is the most suitable
measure of a firm's size as it has been validated by many scholars. Total assets are defined as the sum of net
fixed assets, total intangibles, total investments, net current assets, and other assets. However Titman &
Wessels (1988), state that there is a high correlation between the logarithm of total assets and the logarithm
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of sales (about 0.98), and therefore choosing any of them is a substitute to the other therefore for the
purposes of this study total assets will be used as a measure of firm size

Liquidity: Liquidity is the ability of a firm to meet its short term obligations as and when they fall due (Horne
and Wachowicz 2000).For a firm to run its day to day operations efficiently it should hold liquid assets. These
include assets that can be easily converted into cash for example inventory and debtors. Cash is the most
liquid assets of all. There are various ratios used to measure liquidity such as quick ratio and acid test ration
but this research, uses the current ratio to measure liquidity. The ratio of current assets to current liabilities
is the most suitable measure, as it truly reflects the firm's liquidity. It is a widely used ratio to reflect the
firm's solvency. It is calculated as follows

Current ratio = current assets+ current liabilities.

Capital Structure: It is defined as the financing mix of the business thus the proportions of debt to equity
used to finance a firm’s operations (Fambozzi & Drake, 2007).it is calculated as follows
Capital structure = debt/ equity

4. Findings

Effect of liquidity on financial performance: The possible reasons why majority of the respondents agree
that liquidity has an impact on financial performance is that there are many companies in Zimbabwe that
went bankrupt and closed due to lack of liquidity, and for some it was failure in managing liquidity. A case can
be got from TN holdings a Zimbabwean company that was promising to perform well but it grew too fast yet
it had no funds to sustain its day to day operations. It later ended up in huge debt of which it failed to meet its
debt obligations. Municipalities in Zimbabwe are failing to deliver proper service to communities due to lack
of liquidity. This affirms the possible reason why the majority of the respondents said liquidity has an impact
on the performance of the company. The results concur with the findings of Maina & Kondongo (2013) who
studied the impact of liquidity on non-financial firms listed on Nairobi stock exchange. The findings from
their results indicated that there was a significant positive relationship between liquidity and financial
performance.

Effect of Firm Size on Financial Performance: However, 92% of respondents believe that firm size has an
impact on profitability. They also argued that larger firms perform better than small companies due to
advantages from economies of scale which lead to higher profits. Moreover, large companies have stronger
negotiating power which enables them to get better financing options. Large firms usually diversify as a way
of growth as in the case of ZESA holdings which diversified to telecommunication industry by opening a
subsidiary company called Powertel.

Impact of Capital Structure on Financial Performance: The majority of the respondents showed that a
firm’s financing option has no impact on financial performance. This concurred with the Modigliani-Miller
irrelevance theorem of (1958) which states that a firm’s performance is not related to how it is financed.
Subsequently 28 out of 36 respondents showed that capital structure has no impact on financial performance
whilst 8 accepted that financial performance of ZESA holdings is affected by its capital structure. The possible
reason why 78% of the respondents indicated that capital structure has no impact on financial performance
is that what matters is not how the firm is financed but the strategies used by management to remain
competitive in the market.

Pearson Correlation Matrix: The study used Pearson correlation to test for collinearity among independent
variables used in this study. This is so because collinearity can misrepresent the real relationship between
independent variable and dependent variable. Ghauri & Gronhaug (2005) argue that variables are considered
to be correlated when there is a linear relationship between them.
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Table 1: Pearson Correlation Matrix Table

Variable Firm Size Capital Structure Liquidity  ROA Profitability ROI
Firm Size 1.000

Capital Structure -0.0834 1.000

Liquidity 0.2854 0.5762 1.000

ROA 0.3545 -0.0572 0.7802 1.000

Profitability 0.1105 -0.1725 0.5284 0.9304 1.000

ROI 0.2237 0.0298 0.8050 0.9791 0.9546 1.000

Source: Secondary Data Results

Indications from the table shows that liquidity positively correlate with ROA, profitability and ROI by 0.7802,
0.5284 and 0.8050 with the highest correlation being found between ROI and liquidity. Firm size positively
correlate with ROA, profitability and ROI by 0.3546, 0.1105 and 0.2237 with the highest correlation being
found between ROA and firm size. ROA and profitability are however negatively correlated with capital
structure by -0.0572 and -0.1725 whilst capital structure positively correlates with ROI by 0.0298. The
results show that an increase in capital structure leads to a decrease in financial performance because
obligations to pay dividends and interests will rise also. An increase in liquidity and firm size increases the
financial performance of the utility.

Regression Results: Regression Results as Measured by ROA; the equation shows 0.047 as the intercept or
constant. It is the expected mean when all X variables are equal to zero. It further explains that a percentage
increase in capital structure and firm size leads to a decrease in financial performance by 4.5% and 6.7%
respectively. Whilst an increase in liquidity leads to an increase in financial performance by 2.5%.Regression
Results as Measured by Profitability; the equation shows 0.266 as the intercept or constant. It is the expected
mean when all X variables are equal to zero. It further explains that a percentage increase in capital structure
and firm size leads to a decrease in financial performance by 5.9% and 35% respectively when measured by
profitability. Whilst an increase in liquidity leads to an increase in financial performance by 2.8%. Regression
Results as Measured by ROI; the equation indicated 1.3616 as the intercept or constant. It is the expected
mean when all X variables are equal to zero. It further explains that a percentage increase in capital structure
and firm size leads to a decrease in financial performance by 39% and 186% respectively when measured by
ROI, whilst an increase in liquidity leads to an increase in financial performance by 23%.

Discussion of the Results-Capital Structure: The results show that capital structure has a negative and
significant impact on the financial performance of ZESA holdings. The results are shown by negative
regression coefficients of -0.0455496, -0.0597873, -0.3921915, t static of -84.12, -17.72, -22.16 and P values
of 0.000 for ROA, Profitability and ROI. This means that an increase in capital structure leads to a decrease in
financial performance. This study concurs with the trade-off theory which argues that as debt increases above
the optimum level performance decreases because of distress costs which are paid out of profits. It also
validates the null hypothesis which assumed a negative relationship between capital structure and financial
performance. Theoretical literature has no conclusion on the relationship between capital structure and
performance, the Trade-off theory suggests that profitable firms should borrow more so as to enjoy the
benefits brought about by using debt. The pecking order theory argues that profitable firms do not need to
borrow funds for financing but firstly use internal funds for financing thus it assumes firms prefer internal
financing over external financing. The results from this study concurs with the views of Jensen (1976) who
argues that higher levels of debt leave little or no funding for managers to use for investments which
ultimately leads to poor performance.

Additionally, Harris & Raviv (1991) propose that the negative relationship between capital structure and
financial performance may be because of the substantial interest costs identified with debt obligation. They
suggested that if a firm has high leverage and its rate of profit for the organization’s benefits is lower than the
debt obligation then the firm will yield low profits. The reason for a negative relationship in this study is
maybe ZESA holdings uses more debt than that which is ideal for financing which then is influencing its
performance negatively. Chang-Aikleng (2004) further argues that debt burdens are caused by a higher
leverage ratio. This then hinders the firm to undertake more risky investments even if they are profitable.
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This is consistent with the agency cost theory which states that if firms are highly leveraged lenders
discourage investment in risky investments even if they are profitable because they want to make sure the
firm does not default paying its debt obligation. This ultimately leads to highly leveraged firms
underperforming.

Firm Size: The results from this study shows that firm size has a negative and significant relationship with
performance of ZESA holdings with coefficients of -0.06731, -0.3584 and -1.866 measured by ROA,
profitability and ROI respectively. The researchers therefore accept the null hypothesis which says there is a
negative relationship between firm size and financial performance. This result concurs with what other
theories of the firm suggest. They argue that large firms have a negative relationship with performance
because they are controlled by managers who end up pursuing their own goals instead of maximizing profits.
Therefore profit maximization might be replaced by their managerial utility maximization. ZESA is a large
company and there exists separation of ownership from the shareholders as there are many managers
running the utility and hence this might also be the reason why there is a negative relationship between the
size of ZESA holdings and its performance. This is consistent with the studies of Gordard, Tavakoli & Wilson
(2005) who studied the relationship between firm size and profitability in four European countries for the
period of 1993-2001. Their results indicate that an increase in firm size leads to a decrease in profits.The
results from the study contends the findings of Vijayakumar & Tamizhselvan (2010) that did a research in
South India analyzing the impact of firm size on the profitability of manufacturing firms. The findings present
a positive relationship between firm size and profitability.

Liquidity: The regression results show a significant positive relationship between the performance of ZESA
holdings and liquidity with coefficients of 0.0251887, 0.0281544, 0.2399972 and t -statistic of 129.13, 23.17
and37.64 for ROA, profitability ROI respectively. The coefficients indicate that an increase in liquidity leads to
an increase in financial performance. The possible reason for this positive relationship is that ZESA has been
effectively managing its debtors. Failure to comply with their repayment conditions leads to disconnection of
electricity and no funds would be tied up. It has also introduced a prepaid metering system in which one has
to pay first before they are given electricity units; this has significantly improved the liquidity position of the
firm. The results are consistent with the studies of Shama & Kumar (2011) who also found a positive
relationship between liquidity and performance. This then means that if ZESA manages its liquidity well
performance will increase. The researchers therefore accept the alternate hypothesis that there is a positive
relationship between liquidity and financial performance.The results from this study on the impact of
liquidity also oppose the findings of Mathuva (2009) who investigated the effect of working capital measured
by cash conversion cycle on profitability. His findings show a significant negative relationship between cash
conversion cycle and profitability.

5. Recommendations

From the discoveries and conclusion, the study suggests that there is requirement for ZESA holdings to
expand their current assets in order to increase their liquidity as it was found that an expansion in current
proportion unquestionably influence financial performance positively. The research further suggests that
there is requirement for ZESA holdings to increase their operating cash flow, through lessening of their credit
reimbursement period keeping in mind the end goal to decidedly impact their financial performance. The
holding company should also reduce their debt to equity ratio as the results pointed out that an increase in
capital structure negatively impact the financial performance of the utility. This should be done by financing
its investments using retained earnings and equity so as to reduce the costs associated with debt. This will
help improve the performance of the utility as no debt obligations will have to be paid yearly. With equity
dividends may not be declared in times of low profits. This concurs with the pecking order theory which
states that firms should use internal funds first as a way of financing so as to reduce costs associated with
external financing. In concurrence, Brigham & Hoston (2004) on their empirical findings on the performance
of Ethiopian companies, they found out that firms that used internal funds and equity were more profitable
that those that used debt.

The results of the impact of firm size as measured by total assets showed that an increase in firm size leads to
a reduction in financial performance. This may be due to the fact that ZESA is not operating at full capacity.
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Therefore an increase in assets would be an expense as the assets will remain idle and will not be used to
generate revenue. The firm is therefore advised to increase its capacity utilization so as to maximize revenue
generated from already existing assets. If the assets are obsolete it is advised to dispose and buy new assets
which are advanced and cost efficient. This will help increase generation of income in the firm. The firm
should also retrench incompetent management and those pursuing personal interest it will ensure that
revenue generated will be used for fulfilling the interests of the company only. The recommendation is
consistent with what Goddard, Tavakoli & Wilson (2005) suggested when they investigated the impact of firm
size on financial performance. They found out that as firms grow their performance declines. They therefore
suggested that large firms should dispose assets that a lying idle so as to reduce costs associated with holding
idle assets. They also suggested that firms should strive by all means to operate at full capacity thus
improving profitability of the firm.

The study also found that as liquidity increased financial performance also increased. ZESA holdings should
therefore engage in activities that increase liquidity in the firm such as reducing their cash conversion cycle;
this will reduce the probability of the firm’s cash being tied up in inventory and debtors. They should put
prepaid metering system to companies which are their maximum demand customers. These firms owe ZESA
a lot of money and if they are put on prepaid metering they will have to purchase electricity first before
consumption and hence liquidity will increase which will ultimately leads to higher levels of performance.
These results concurs with the findings of Arnold (2008) who argues that firms that sell their good on cash
basis perform better than those who offer credit as their money is always tied up in debtors.

Areas for further research: This study sought to establish the effects of micro environmental factors on the
financial performance of ZESA holdings a monopoly in the electricity industry. The study recommends a
further study on the effects of micro environmental factors of other companies in the power industry such as
fuel companies and generator companies. Since there is no wide spread literature in Zimbabwe concerning
firm specific determinants and financial performance in the power industry. Future studies can use other
determinants for the same indicator and re assesse the relationships.
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Abstract: The importance of the efficiency of the stock market cannot be underestimated, given the critical
role the stock market plays through brings together those who demand and supply development finance. It is
against this background that this study focused on analysing the weak form efficiency of the Johannesburg
Stock Exchange for the period 2005 to 2016 utilising several methodologies which include unit root tests,
autocorrelation test and variance ratio. The empirical results from unit root tests indicated that the null
hypothesis of a random walk could not be rejected. The same also applied to the autocorrelation test and
variance ratio test except for a few instances. Thus irrespective of the few instances which represent the
inefficiency of the market, to a greater extent there is evidence of the market being weak form efficient. Thus
even though the work done towards ensuring that the market is efficient is commendable, there is need to
ensure that further steps are taken to enhance the efficiency of the market. This is, to some extent suggest
that investors are able to make abnormal profits from the market.

Keywords: JSE, unit root tests, autocorrelation test, variance ratio

1. Introduction

Background to the Study: The efficiency of the stock market is considered to be a very important aspect in
the financial markets considering the role that it plays in the mobilisation and allocation of development
capital to the broader economy. Fama (1970) defines market efficiency as the speed with which security
prices reflect all the available information. There are three different forms of market efficiency: the weak
form, semi-strong form and the strong form. The weak form emphasises the role of the historical information
in the determination of stock prices. In the semi-strong form, the emphasis is on the role played by the
historical information as well as all the publicly available information. Lastly with regards to the strong form,
security prices will be reflecting the historical, publicly available as well as privately available information. In
this regard there is no possibility of someone ‘beating’ the market. Studies which have examined the
importance of the stock market highlight the important role it plays in promoting economic growth (Fama,
1970; Yartey and Adjasi, 2007; Ovat, 2012; Owusu, 2016). These studies highlight that an efficient and liquid
stock market is able to efficiently generate and allocate development capital to productive sectors of the
economy. This therefore enhances the prospects of a long-term growth of the economy. There are a number
of studies which have highlighted the importance of the stock market efficiency in general. These studies
include Bonga-Bonga (2012); Appiah-Kusi and Myenyah (2003) and Simons & Laryea (2005), though
conclusions have been varied. There is another strand of literature which has highlighted the extent to which
a well-established and integrated stock market may propagate a financial crisis. These studies include
Jethwani and Acthuthan (2013), Todae and Lazar (2012), Abraham, Seyyed & Alsakran (2002). These studies
highlight that the stock market may transmit a crisis from one country to another.

It is interesting to note that South Africa is one of the countries in Africa that has a well-established financial
system. According to Strate (2015) South Africa’s stock market (Johannesburg Stock Exchange) was ranked
number 12t in terms of financial market development amongst 140 countries, ranked second for regulation
of securities exchanges, ranked sixth for availability of financial services and lastly ranked eighth for
soundness of banks. This has played a very important role in the growth of the country. A number of steps
have been carried out to enhance the efficiency of the JSE. This includes the establishment of the Stock
Exchange News Service (SENS) in August 1997 with the aim of facilitating the release of information which is
regarded as price sensitive. However, despite all the developments which have taken place in the stock
market, the efficiency of the stock market is still a cause of concern. The report in the Business tech of the 10t
of April 2017 highlight that the exchange was investigating suspicious trading activities after the removal of
Mr Gordhan as the finance minister which may suggest that there are investors who may make abnormal
profits from the exchange. Thus, this study examined the efficiency of the JSE, specifically focusing on whether
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the market is efficient in the weak form. Unlike the previous studies which have analysed this kind of
relationship, the study contributes to a greater extent by analysing three different periods, namely before,
during and after the Global financial crisis.

2. Literature Review

The bulky of the available literature on the efficiency of the stock market is concentrated mostly in developed
countries due to the development of stock markets in those countries as compared to the emerging and
developing countries. The majority of these studies largely utilised serial correlation and runs tests. However,
recently the variance ratio test has also featured as a method of analysis in the literature. Of the studies
carried out in developed countries, Worthington and Higgs (2004) carried out a study on 16 developed
countries and four emerging economies utilising four methods of analysis. The results indicated that in
developed European markets the random walk hypothesis cannot be rejected. This implies that investors
cannot predict and profit from previous prices of the stock market. In a separate study, Lima and Tabak
(2004) found that the random walk hypothesis could not be rejected for the Hong equity market, whilst for
Singapore it was rejected.

On the other hand, studies carried out on emerging stock markets presents mixed results. There are studies
which have established both the presence and absence of the random walk (Appiah-Kusi & Menyah, 2003;
Smith & Ryoo, 2003). On the other hand, there are studies which have established the presence of the random
walk (Gilmore & McManus, 2003; Abrosimova et al., 2005; Tas & Dursonoglu, 2005). Lastly there are those
studies which have established the absence of the random walk (Akinkugbe, 2005; Okpara, 2010). Chung
(2006) highlight that the mixed results on emerging economies are not surprising considering that emerging
economies stock markets are not efficient as compared to developed countries stock markets. There are a
number of challenges with emerging economies such as high levels of illiquidity and thin trading activity
(Khaled and Islam, 2005). Emerging economies also lack market depth, there is high information asymmetry
coupled with a weak infrastructure.

In South Africa there are also a number of studies which have been carried out examining the efficiency of the
stock market (Affleck-Graves, 1975; Smith and Jefferies, 2002; Magnusson and Wydick, 2002; Appiah-Kusi &
Menyah, 2003; Mabhunu, 2004; Cubbin et al., 2006; Jefferies & Smith, 2008; Smith, 2008; Bonga-Bonga and
Mwamba, 2011; Bonga-Bonga, 2012; Van Heerden et al,, 2013). The studies also established mixed results.
The difference in results was largely attributed to the different methodologies used in the studies. Van
Heerden et al. (2013) highlight that there are methodological issues with the previous studies in that they
assumed a linear relationship which is not always the case. The majority of these studies established that the
JSE is weak form efficient. This study improves on the previous studies through employing more than one
technique under three different periods.

3. Data and Methodology

The data utilised in the study was obtained from the Bloomberg database. The data comprises of the
FTSE/]JSE All Share Index, FTSE/]SE Financials, FTSE/]JSE Resources and FTSE/]SE Industrials data from 2005
to 2016 in monthly series. Three different sample periods were utilised in the study, namely before the Global
financial crisis (2005- 2007), during the crisis (2008-2011) and after the crisis (2012-2016).

Theoretical Framework: The study is based on the random walk hypothesis which is attributed to Fama
(1965). The author suggests that the random walk can occur under two hypotheses. The first hypothesis
suggests that changes in stock prices should be independent of each other. The second hypothesis suggests
that price changes should be subjected to some probability distribution. Based on the random walk model,
the model used in the study is estimated in equation 1 as follows:

R
R, = In( ;X100 (1)
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Where Rt is the market at month ¢t. F’t is the market index at month ¢ and R_lis the stock market index at

montht_,. The model suggests that the price of the stock does reflect all the available information which

includes the previous value of the stock so that investors cannot make any abnormal profits through technical
analysis. However, in the event that such a condition does not hold, that will be an indication of inefficiency in
the market.

Estimation Techniques: Several methods have been utilised to examine the random walk model in a bid to
obtain robust results. These methods include the unit root tests, the autocorrelation functions, and the
variance test ratio. These tests are discussed in this section.

Unit root Tests: Random walk requires time series to comprehend a unit root and the unit roots tend to be
non-stationary or tend to have a stochastic trend indicating a random walk. The unit root test is normally
tested using three methodologies, namely the Dickey-Fuller test, Phillips-Perron, and Kwiatkowski, Phillps,
Schmidt and Shin (KPSS). The unit root test is constructed to determine whether the series contain a unit root
or is non-stationary. The study utilised the Augmented Dickey Fuller test and the Phillips-Perron test. The
Augmented Dickey-Fuller tests utilise the following models (Alsayed, 2012):

k
AP, = Py +7jZAPt—j T & (2)
=
K
AR =u +ﬂpt—1+7jZAPt—j+gt (3)
=i
k
AP = p+ont+ o +7; D AP +é& 4)
i1

Where A represents the first difference and P: represents the variable being tested for unit roots, (u)
represents the constant,f denotes the regression coefficients. The model incorporates the lagged term of the
dependent variable represented by k, t is the trend, j is the lag length determined by the Akaike Information

Criterion, ¢, is the estimated coefficient for the trend, and gt represents the random error term which is

normally distributed with a mean of 0 and variance o which assumed to be white noise. The hypothesis to be
tested by the model can be stated as follows:

Hy: f=0 (Non-stationary or unit root)
H:fp< 0 (Stationary or no unit root)

The equation (2) is the first model, which does not include a constant and trend terms. The second model
includes a constant term (), and the third model includes both a constant (u) and the trend term ( ,t ).

The second methodology used to test the unit root test is the Phillips-Perron (PP) non-parametric model
established by Phillips and Perron (1988) in order to control the problem of serial correlation in the error
terms when testing the unit root test. The authors constructed a non-parametric test with the following
specification:

AY 1 =g+ W+ & (5)

Autocorrelation Function: For robust results, autocorrelation tests were also employed in this study. The
autocorrelation is used for checking randomness in a data set. This randomness is determined by computing
autocorrelations for data values at varying time lags. If random, such autocorrelations should be near zero for
any and all time-lag separations. Therefore, if the autocorrelation is non-random, it means the
autocorrelation is non-zero significant (Brooks, 2002). A mean reversal in the data series indicates that
autocorrelation is negative, and that the null hypothesis is accepted, whereas if autocorrelation is positive the
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null hypothesis will not be accepted (Campbell et al, 1997). The equations estimated in estimating the
correlation functions are specified as follows:

p(K) = Cov(rt, rt —k) _ Cov(rt,rt—k) (6)
JVar(rt) Nar (rt — k) Var(rt)
1 N = =

= > (Z, —Z)(Zt—k —Z) 7

P(k) = N —K 55 ( )

1y =
N1 Z (Zt -z ) z

N °=
Variance Ratio Test: The variance ratio tests were also employed in the study so as to distinguish
dependency of stock return series. It is used to test the heteroscedasticity and autocorrelation of the return
series. Heteroscedasticity occurs when the variance of the error terms differ across observations. It is
important to note that the null hypothesis of the white test is called homoscedasticity and if the null
hypothesis is rejected, one can conclude that there is heteroscedasticity which represents a random walk
process in the time series. Therefore, if there is heteroscedasticity of the residual, it suggests that the variance
ratio test is not the same between price changes which is a basic assumption of the random walk hypothesis
(Brooks, 2002). The hypothesis to be tested is stated as follows:

Ho: No heteroscedasticity (meaning the series is homoscedastic)

Hi: There is heteroscedasticity (no homoscedasticity of variance)

The null hypothesis will be accepted if the probability value (p-value) is greater than 0.05 or 5% significant
level and the conclusion is that there is heteroscedasticity in the errors of the series.

4., Results

This section reports on the empirical evidence of the study, taking into account the analytical framework and
model estimation techniques presented in the previous section. The first part of the analysis focuses on
describing the descriptive statistics of the data and then describes the unit root tests using the augmented
Dickey-Fuller test and Phillips-Perron, autocorrelation and lastly the variance ratio test.

Descriptive Statistics: Table 1(a) and 1(b) presents descriptive statistics for monthly returns of the
Johannesburg Stock Market indices (FSTE/JSE All-Share, FTSE/JSE Resources and FTSE/]JSE Financials) for
the period 2005-2016. This includes mean, maximum, minimum values and standard deviation, whereas N
represents the number of observations. The descriptive statistics indicates that on average the All share
market is volatile as depicted by the standard deviation. On the other hand, Table 1(a) also shows that
resources the resources market is less volatile as compared to the financials.

Table 1(a): Descriptive statistics (2005-2016: January-March)

Series Mean Maximum Minimum Standard deviation
Jalsh 34334.23 54440.43 18096.54 10610.41
Resources 26138.34 40194.63 13397.41 5093.625
Financials 26347.00 46641.91 13068.88 8905.352

Source: Author’s computation based on Eview 9

Table 1(b): Descriptive statistics (2005-2016: January-March)

Series Skewness Kurtosis Jarque-Bera Jarque-Bera probability
Jalsh 0.466147 1.936431 10.41849 0.855466
Resources -0.120924 3.290312 0.743603 0.689491
Financials 0.819099 2.453899 15.53083 0.250424

Source: Author’s computation

Table 1(b) shows that all the series employed in the study are normally distributed as indicated by the
Jarque-Bera test of 1041849 (prob 0.855466), 0.743603 (prob 0.689491) and 1.553083 (prob 0.250424)
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respectively. The returns for All Share (0.466147) and Financials (0.819099) are positively skewed,
indicating a probability of frequent small increases whereas for Resources returns are (-0.120924) negatively
skewed, indicating a greater probability of a large decrease in returns than rises. The kurtosis in all indices
returns are not large, ranging from 1.936431 for All Share (JALSH) to 3.290312 for Resources.

Unit Root Tests: The Augmented Dickey-Fuller and Phillips-Perron tests were utilised in order to test the
null hypothesis of the unit root. The results are reported in table 2(a, b, ¢ and d) for Augmented Dickey Fuller
and table 3 (a, b, c and d) for Phillips Perron.

Table 2(a): Augmented Dickey-Fuller test results for the full period

Series ADF (Level Series)

None Constant Constant and Trend
FTSE/JSE ALSH 1.9719 -0.5542 -1.7907
Resources -0.4094 -2.1067 -2.3979
Financials 1.7348 -0.0397 -1.4124
ADF (First Difference Series)

None Constant Constant and Trend
FTSE/JSE ALSH -12.153%** -12.620%** -12.579%***
Resources -11.3015%** -11.2561*** -11.3826***
Financials -11.1700%*** -11.4106%** -11.4698***

Notes: *** 19% level **, 5% level *, 10% levels

Sources: Author’s computation

Table 2(b): Augmented Dickey-Fuller test results sample period (2005-2007)

Series ADF (Level Series)

None Constant Constant and Trend
FTSE/JSE ALSH 2.4153 -1.4046 -1.7687
Resources 1.7573 -1.3381 -3.1791
Financials 0.8628 -1.7553 -1.2939
ADF (First Difference Series)

None Constant Constant and Trend
FTSE/]SE ALSH -3.780*** -4.4604*** -4.4395%**
Resources -4.931%** -3.5146*** -3.2087***
Financials -4,593%** -4.5951%** -4.6724%**

Notes: *** 1% level **, 5% level *, 10% levels

Sources: Author’s computation

Table 2(c): Augmented Dickey-Fuller test results sample period (2008-2011)

Series ADF (Level Series)

None Constant Constant and Trend
FTSE/]SE ALSH 0.2976 -1.0365 -1.6754
Resources -0.4867 -1.7197 -1.6859
Financials 0.2149 -1.1421 -2.4169
ADF (First Difference Series)

None Constant Constant and Trend
FTSE/]SE ALSH -7.12171%** -7.0317*** -7.2076***
Resources -6.85371*** -6.8069*** -6.8919%**
Financials -7.6076%** -7.5271%** -7.7199%**

Notes: *** 1% level **, 5% level *, 10% levels

Sources: Author’s computation
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Table 2 (d): Augmented Dickey-Fuller test results sample period (2012-2016)

Series ADF (Level Series)

None Constant Constant and Trend
FTSE/JSE ALSH 1.5876 -1.3440 -1.7952
Resources -1.3262 -0.8596 -1.4970
Financials 1.5802 -1.3669 -1.7848
ADF (First Difference Series)

None Constant Constant and Trend
FTSE/JSE ALSH -8.5718*** -9.2116*** -9.2579%**
Resources -7.7129%** -7.8542%** -7.8155%**
Financials -6.9014*** -7.29471%** -7.3086***

Notes: *** 1% level **, 5% level *, 10% levels
Sources: Author’s computation

The results from unit root test indicate that for all the sub-periods as well as the full period the null
hypothesis of a unit root could not be rejected at level series. However, at first difference the results indicate
that all the series are stationary. Thus the null hypothesis of a unit root could not be rejected at first
difference. These results highlight that there is evidence of a random walk based on the ADF test. However,
the unit root tests were also undertaken utilising the Phillips-Perron (PP) test. Almudhaf and Alkulaib (2013)
highlights that the PP test is an improved version of the ADF as it takes into account the problem of
autocorrelation.

Phillips-Perron test results: The Phillips-Perron test was also conducted so as to obtain robust results. The
results of the PP test are discussed in the next section.

Table 3(a): Phillips-Peron test results for the full period

Series PP (Level Series)

None Constant Constant and Trend
FTSE/JSE ALSH 2.1215 -0.5042 -1.8171
Resources -0.4538 -2.4829 -2.6496
Financials 1.8399 -0.0366 -1.3586
PP (First Difference Series)

None Constant Constant and Trend
FTSE/JSE ALSH -12.107%** -12.540%** -12.502%**
Resources -11.352%** -11.312%** -11.413%**
Financials -11.169%** -11.423%** -11.490%**

Notes: *** 1% level **, 5% level *, 10% levels
Sources: Author’s computation

Table 3(b): Phillips-Peron test results sample period (2005-2007)

Series PP (Level Series)

None Constant Constant and Trend
FTSE/JSE ALSH 2.5478 -1.4317 -1.9619
Resources 2.0279 -1.3508 -3.2278
Financials 0.9108 -1.7555 -1.2939
PP (First Difference Series)

None Constant Constant and Trend
FTSE/JSE ALSH -3.8045%** -4.4121%%* -4,4394%**
Resources -4.9401%** -5.9827%** -5.6992%**
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Financials -4, 593%** -4.5858%** -4.6682%**

Notes: *** 1% level **, 5% level *, 10% levels
Sources: Author’s computation

Table 3(c): Phillips-Peron test results sample period (2008-2011)

Series PP (Level Series)

None Constant Constant and Trend
FTSE/]SE ALSH 0.2442 -1.3083 -1.7899
Resources -0.5001 -1.9606 -1.9121
Financials 0.2929 -1.1421 -2.3259
PP (First Difference Series)

None Constant Constant and Trend
FTSE/JSE ALSH -7.0875%** -7.0083*** -7.1682%**
Resources -6.8388*** -6.7941*** -6.8873***
Financials -7.6076*** -7.5271%** -7.7056***

Notes: *** 19% level **, 5% level *, 10% levels
Sources: Author’s computation

Table 3(d): Phillips-Peron test results sample period (2012-2016)

Series PP (Level Series)

None Constant Constant and Trend
FTSE/JSE ALSH 1.9790 -1.3824 -1.5653
Resources -1.3199 -0.9052 -1.5646
Financials 1.7975 -1.3872 -1.8043
PP (First Difference Series)

None Constant Constant and Trend
FTSE/]SE ALSH -8.4966*** -9.1864*** -9.8400***
Resources -7.6863%** -7.8120%** -7.7774%**
Financials -6.9014%** -7.3688%** -7.4582%**

Notes: *** 1% level **, 5% level *, 10% levels
Sources: Author’s computation

The PP test results for all the periods are consistent with the ADF tests. These results indicate that at level
series the null hypothesis of a unit root could not be rejected. However, at first difference the series is
stationary. The results indicate that for both the ADF and the PP tests all that was required was to difference
the indices to make them stationary. As in Chung (2006) the results shows that there is evidence of random
walk in all the series utilised in the study. These results are consistent with Smith and Jefferis (2002) and
Magnusson and Wydick (2002). However, Chung (2006) highlight that the existence of a random walk may
not necessarily imply that returns are unpredictable. In other words, the unit root tests results are not able to
detect predictability in returns. Thus further tests were carried out which takes this into account.

Autocorrelation function: The results from autocorrelation functions are reported from table 4 (a) to table
4(d). Positive autocorrelations indicate that returns can be predicted in the short-horizon. On the other hand,
negative autocorrelation highlight that there is mean reversion. In other words, negative autocorrelation is in
line with an efficient market.
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All Share Resource Financials
AC AC AC

P; -0.077 -0.029 -0.056

P; 0.120 -0.009 0.219

P;3 0.090 -0.022 0.015

Py 0.086 0.185 0.063

Ps 0.009 0.043 -0.079

Ps -0.055 -0.045 -0.039

P; 0.045 0.013 -0.048

Ps -0.097 0.052 -0.099

Py 0.022 0.129 0.019

P1o -0.111 -0.096 -0.069

P11 0.070 0.047 0.162

P12 -0.120 -0.029 -0.045

Q-stat Q-stat Q-stat Q-stat

Q(1) 0.7454*(0.388) 0.1043** (0.530) 0.3942* (0.747)
Q(2) 2.5777*(0.276) 0.1145*** (0.039) 6.5136* (0.944)
Q(3) 3.6284*(0.304) 0.1742*+*(0.088) 6.5427* (0.982)
Q(4) 4.5976*(0.331) 4.6360* (0.133) 7.0554* (0.327)
Q(5) 4.6075*(0.466) 4.8832* (0.164) 7.8665* (0.430)
Q(e) 5.0073*(0.543) 5.1488%* (0.233) 8.0707* (0.525)
Q(7) 5.2803*(0.626) 5.1715*% (0.301) 8.3739* (0.639)
Q(8) 6.5457*(0.586) 5.5423* (0.287) 9.6913* (0.698)
Q(9) 6.6128*(0.677) 7.8167* (0.372) 9.7428* (0.553)
Q(10) 8.3073*(0.599) 9.0786* (0.406 ) 10.400* (0.525)
Q(11) 8.9935*(0.622) 9.3818* (0.232) 14.019* (0.587)
Q(12) 11.004*(0.529) 9.4982* (0.282) 14.299* (0.660)

Notes: *** 1% level **, 5% level *, 10% levels
Sources: Author’s computation

Table 4 (b): Panel A autocorrelation test results for the full period and Ljung Box Q-statistics sample

period (2005-2007)

All Share Resource Financials
AC AC AC
P; -0.044 -0.025 -0.246
P -0.140 -0.099 0.016
Ps -0.109 0.124 -0.236
Py -0.084 -0.108 0.057
Ps 0.192 -0.198 0.073
Ps 0.051 0.241 -0.017
P; 0.089 -0.030 0.034
Pg -0.258 -0.188 -0.203
Py -0.031 -0.025 -0.032
P1o -0.083 -0.022 -0.098
P11 0.031 -0.104 0.188
P12 0.018 0.109 -0.013
Q-stat Q-stat Q-stat Q-stat
Q(1) 0.0515* (0.821) 0.0175* (0.200) 1.6452* (0.895)
Q(2) 0.6046* (0.739) 0.2977* (0.438) 1.6529* (0.862)
Q(3) 0.9550* (0.812) 0.7526* (0.346) 3.3146* (0.861)
Q(4) 1.1754* (0.882) 1.1177* (0.491) 3.4146* (0.891)
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All Share Resource Financials
Q(5) 2.3824* (0.794) 2.4071* (0.610) 3.5897* (0.790)
Q(6) 2.4712* (0.872) 4.4148%* (0.731) 3.5999* (0.621)
Q(7) 2.7626* (0.906) 4.4482* (0.820) 3.6421* (0.727)
Q(8) 5.3627* (0.718) 5.8243* (0.731) 5.2457* (0.667)
Q(9) 5.4038* (0.798) 5.8498* (0.809) 5.2881* (0.755)
Q(10) 5.7086* (0.839) 5.8708* (0.838) 5.7190* (0.826)
Q(11) 5.7536* (0.889) 6.3879* (0.765) 7.4112* (0.846)
Q(12) 5.7705* (0.927) 7.0090* (0.829) 7.4202* (0.857)

Notes: *** 1% level **, 5% level *, 10% levels
Sources: Author’s computation

Table 4 (c): Panel B autocorrelation test results for the full period and LjungBox Q-
statistics sample period (2008-2011)

All Share Resource Financials
AC AC AC

P: -0.008 0.032 -0.107

P; 0.102 0.184 -0.078

Ps 0.180 0.072 0.011

Py 0.101 0.036 0.131

Ps -0.094 -0.246 0.050

Ps -0.110 -0.078 -0.106

Py -0.019 -0.093 0.047

Ps -0.207 -0.260 0.065

Py -0.130 -0.005 0.017

P1o -0.171 -0.139 -0.180

Pi; 0.010 0.104 0.035

Pi2 -0.089 -0.069 -0.086

Q-stat Q-stat Q-stat Q-stat

QD) 0.0036* (0.952) 0.0525* (0.819) 0.5764* (0.448)
Q(2) 0.5407* (0.763) 1.7815* (0.410) 0.8903* (0.641)
Q(3) 2.2316* (0.526) 2.0555* (0.561) 0.8966* (0.826)
Q(4) 2.7785* (0.596) 2.1242*(0.713) 1.8163* (0.770)
Q(5) 3.2652* (0.659) 5.4392%* (0.365) 1.9561* (0.855)
Q(6) 3.9457* (0.684) 5.7772* (0.449) 2.5902* (0.858)
Q(7) 3.9661* (0.784) 6.2797* (0.507) 2.7152* (0.910)
Q(8) 6.4932* (0.592) 10.283* (0.246) 2.9640* (0.937)
Q9 7.5172* (0.583) 10.285* (0.328) 2.9811* (0.965)
Q(10) 9.3396* (0.500) 11.486* (0.321) 4.9930* (0.892)
Q(11) 9.3455* (0.590) 12.185* (0.350) 5.0697* (0.928)
Q(12) 9.8636* (0.628) 12.495* (0.407) 5.5592* (0.937)

Notes: ***, 1% level **, 5% level *, 10% levels

Sources: Author’s computation
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All Share Resource Financials
AC AC AC

P; -0.264 -0.149 -0.049

P; 0.060 0.174 -0.133

Ps -0.002 0.015 0.012

Py -0.161 -0.116 -0.050

Ps 0.034 -0.114 0.082

Ps 0.035 0.012 0.003

Py -0.131 -0.149 -0.050

Ps 0.107 0.061 0.186

Py 0.180 0.008 -0.008

P1o -0.084 -0.027 -0.249

P11 0.124 0.177 0.020

P12 -0.105 0.020 -0.004

Q-stat Q-stat Q-stat Q-stat

Q(1) 4.6098*** (0.032) 1.4762** (0.224) 0.1575* (0.691)
Q(2) 4.8551*** (0.088) 3.5086** (0.173) 1.3417* (0.511)
Q(3) 4.8553* (0.183) 3.5239**(0.318) 1.3520* (0.717)
Q(4) 6.6527* (0.155) 4.4612** (0.347) 1.5250* (0.822)
Q(5) 6.7350* (0.241) 5.3771**(0.372) 2.0053* (0.848)
Q(e) 6.8222*(0.338) 5.3874** (0.495) 2.0061* (0.919)
Q(7) 8.0716* (0.326) 7.0032** (0.429) 2.1919* (0.948)
Q(8) 8.9210** (0.349) 7.2827** (0.506) 4.7690* (0.782)
Q(9) 11.366** (0.251) 7.2875* (0.607) 4.7739* (0.854)
Q(10) 11.909** (0.291) 7.3433* (0.693) 9.5720* (0.479)
Q(11) 13.119**(0.286) 9.8177** (0.547) 9.6033* (0.566)
Q(12) 14.005** (0.300) 9.8493* (0.629) 9.6048* (0.651)

Notes: *** 1% level ** 5% level *, 10% levels
Sources: Author’s computation

The results in table 4 (a) highlight that for the entire period on average the autocorrelation functions are
negative which suggest that the market if efficient. However, there are periods in which the autocorrelation
functions are positive. The autocorrelation coefficient results indicate that even though the market to a
greater extent is regarded as efficient, there are periods in which the returns are predictable. These results
corroborate the findings of Hubbard and O’Brien (2012), Hassan et al. (2006). These authors highlight that
emerging markets exhibit strong serial correlation highlighting the imperfections inherent in these markets.

Variance Ratio Test: The results of the variance ratio test are reported on table 5(a) to table 5(d). The
variance test was conducted for various lags (2, 4, 8 and 16) for each index. The variance of the returns are
represented by VR(q). On the other hand Z(q) and Z*(q) represents the statistics of the variance ratio under
the assumption of homoscedasticity and heteroscedasticity respectively.

Table 5(a): Panel A: Full period 2005-2016 variance ratio test

Time series N 2 4 8 16

JALSH 124 VR(q) 0.9251 1.0827 1.3479 1.3361
124 Z(q) -1.3720 -0.2934 0.2565 0.4081
124 Z*(q) -0.5910 0.3692 1.019 0.6803

Resources 124 VR(q) 0.1028 0.2008 0.3067 0.4353
124 Z(q) -0.0854 1.3206 1.1592 0.5225
124 7Z*(q) -0.4916 0.8345 0.9548 0.4995
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Time series N 2 4 8 16

Financials 124 VR(q) 09775 0.9608 1.2134 1.5317
124 Z(q) -0.3247 -0.4786 0.3857 1.0016
124 Z*(q) -0.2005 -0.1926 0.6411 1.0820

Notes: *** 19% level **, 5% level *, 10% levels

Sources: Author’s computation

Table 5(b): Panel B: 2005-2007 variance ratio test results

Time series N 2 4 8 16

JALSH 124 VR(q) 0.8744 0.4987 0.6879 1.0591
124 Z(q) -0.6151 -1.3126 -0.5167 0.0658***
124 Z*(q) -0.5249 -1.2250 -0.5537 0.0818***

Resources 124 VR(q) 0.7008 0.3363 0.3669 0.3595
124 Z(q) -1.4654 -1.7378 -1.0484 -0.7127
124 Z*(q) -1.7318 -2.0715 -1.2437 -0.9095

Financials 124 VR(q) 0.9828 0.9390 1.1322 1.0001
124 Z(q) -1.4654 -1.7378 -1.0484 -0.7127
124 7*(q) -0.0659 -0.1389 0.2186 0.0002***

Notes: *** 1% level **, 5% level *, 10% levels

Sources: Author’s computation

Table 5(c): Panel C: 2008-2011 variance ratio test results

Time series N 2 4 8 16

JALSH 124 VR(q) 0.9784 1.2663 1.7562 1.0876
124 Z(q) -0.1479 0.9760 1.7527 0.1365
124 Z*(q) -0.1445 0.9604 1.7582 1.7582

Resources 124 VR(q) 1.0117 1.3505 1.5125 0.8872
124 Z(q) 0.0803*** 1.2847 1.1880 -0.1755
124 Z*(q) 0.0864*** 1.0983 1.0195 -0.1601

Financials 124 VR(q) 0.9121 0.8506 1.0618 0.9113
124 Z(q) -0.6023 -0.5471 0.1433 -0.1380
124 7*(q) -0.5743 -0.5345 0.1340 -0.1341

Notes: *** 19% level **, 5% level *, 10% levels

Sources: Author’s computation

Table 5(d): Panel D: 2012-2016 variance ratio test results

Time series N 2 4 8 16

JALSH 124 VR(q) 0.7573 0.7114 0.5519 0.6869
124 Z(q) -1.9257 -1.2242 -1.2021 -0.5645
124 7*(q) -1.6598 -1.0842 -1.1061 -0.5509

Resources 124 VR(q) 0.8653 1.0098 0.936768 1.1484
124 Z(q) -1.0686 0.0417*** -0.1696 0.2677
124 7Z*(q) -0.9740 0.0388 -0.1655 0.2756

Financials 124 VR(q) 0.9716 0.8555 0.8094 0.6142
124 Z(q) -0.2248 -0.6129 -0.5113 -0.6955
124 7*(q) -0.1803 -0.4915 -0.4084 -0.5879

Notes: *** 19% level **, 5% level *, 10% levels
Sources: Author’s computation

The results from the variance ratio as reported on table 4.4.1 (a) indicate that the null hypothesis of a random
walk cannot be rejected at all lags since all the associated probability tests are greater than 10% level of
significance. On table 4.4.1 (b) the null hypothesis could not be rejected also except for JALS at lag 16 and for
financials under Z*(q). These results suggest that even though to a greater extent the JSE is efficient in the
weak form, there are periods in which investors are able to predict returns. The same applies in table 4.4.1 (c)
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under resources at lag 2 and lastly on table 4.4.1(d) at lag 4. The overall findings, based on the variance ratio
test, even though there are few periods in which the test statistics were significant, indicate that the indices
have become more efficient over time. These results are consistent with Hubbard and O’Brien (2012).

5. Conclusion

The study examined the weak form market efficiency of the JSE, specifically looking at the extent to which the
market follows the random walk model. The study was motivated by the important role which the stock
market plays in mobilising and allocating development finance which is a very important driver of economic
growth. Unlike the previous studies in the area, three estimation techniques were utilised in examining the
efficiency of the JSE. Firstly, the unit root test results indicate that the null hypothesis of a random walk could
not be rejected at first difference series. However, for the autocorrelation tests and variance ratio tests the
results are mixed. This suggests that even though the market is efficient in the weak form, to a greater extent,
there are some periods where the market is not efficient and investors are able to exploit and come up with
arbitrage portfolios based on trading rules. The key issue which emerges from the study is that the efficiency
of the stock market is of paramount importance to the broader economy. However, even though the effort
which the JSE authorities have done towards ensuring efficiency of the market is commended, much still
needs to be done. It is therefore recommended that there should be further implementation of polices
targeted at curbing insider trading and market regulation so as to enhance the efficiency of the stock market.
There is need to also improve market conduct and financial market infrastructure. These approaches are
likely to enhance the efficiency of the stock market.
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Abstract: The main objective of this study was to find the most effective strategies to curb and eradicate
corruption and improve water service delivery. The study also aimed to present the type, causes, and effects
of corruption. A mixed-methods questionnaire survey design was used to collect quantitative and qualitative
data. 220 questionnaires were distributed to providers and users of water services in Zimbabwe. 149
respondents returned the completed questionnaires. Data were analysed using descriptive statistics and
content analysis. The Analysis of Variance was used to test the significance of mean scores. The study
revealed that corruption is highly prevalent in Zimbabwe. The main factors that cause corruption in the water
sector are poor governance, economic hardship, and weak accountability. Corruption leads to economic
stagnation and poor foreign investments. Organisations such as the Zimbabwe National Water Authority must
improve systems and structures, enhance the auditing process, and educate staff on good ethical standards
and effective governance to effectively fight against corruption and improve service delivery. They must also
put in place strong governance and accountability frameworks and work closely with communities and policy
makers to eradicate corruption. The availability of water should be the same across all the suburbs, and the
country needs to adjust its water bill rates in line with regional rates. Service providers should make use of
mobile technology to promote citizenry participation in sharing ideas and making decisions on water
sustainability. This study reaffirms the need to fight corruption and improve water service delivery.

Keywords: Corruption, water service delivery, bribery, governance, economic growth

1. Introduction

Corruption is one of the most prevalent and least confronted challenges faced by public service institutions
particularly in developing countries (Davies, 2004). Tizor (2009) observed that corruption in Zimbabwe had
been normalisedin the public sector mainly due to economic problems. Civil servants go to work not only
because they are paid wages but also because of the corrupt activities that enhance their paltry income. In
water services, Sithole (2013) found that a client may pay a council worker in the form of a bribe to speed up
a water reconnection or bribe to stop water disconnection for non-payment. As a result, the council is
deprived of the funds that it could use to improve its service delivery.Bribery is one of the most common
forms of corruption in the water sector. The water sector is characterised by several complex factors such as
high demand for water services and monopoly, which increase the risk of corruption (Selamawit,
2015).Corruption has been getting worse over the years in Zimbabwe. The country was ranked 154 out of
175 countries by the Corruption Perception Index (CPI) in 2016 (Transparency International, 2016). The
major problem of corruption is that it cripples the developmental efforts of African countries (Iljewereme,
2015). Seligson (2006) highlighted that corruption has serious effects on economic growth and democratic
development. Corruption prevents potential investors from investing, distorts public expenditure, increases
the cost of running businesses, the cost of governance and diverts resources from the poor to the rich among
many other consequences (ljewereme, 2015). Park & Blenkinsopp (2011) posited that reducing corruption
must, therefore, be of urgent priority to governments.

The main aim is to present empirical findings regarding the most effective strategies to curb and eradicate
corruption and improve water service delivery. Also, the study aims to present the type, causes, and effects of
corruption in the water sector. The study will also create greater awareness of corruption, improve
transparency and accountability, and emphasise the need to tackle this pathological phenomenon. The most
notable studies to highlight the need to research on corruption within the water sector include Hove &
Tirimbori (2011), Makanyeza et al. (2013), and Sithole (2013). This current study is of great importance
because it is conducting a research specifically on corruption in water services in Harare and aims to make
specific recommendations that deal with corruption.
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Background to Study: The World Bank (1997) defined corruption in detail as an illicit behaviour by officials
in the private and public domain in which they improperly and unlawfully enrich themselves by abusing their
job positions and misusing public power entrusted to them. This often leads to the embezzlement of funds,
theft of corporate or public property, kickbacks in public procurement, nepotism as well as corrupt practices
such as bribery, and extortion (Svensson, 2005). Van der Merwe (2006) argued that the abuse of public
power is viewed as behavioural or structural. The behaviouraldimension refers to corruption committed by
individuals or group of individuals through bribery, fraud and other forms of corrupt behaviour.This is
referred to as personally corrupt behaviour because it benefits individuals, normally at the cost of an
organisation (Banfield, 1975). The structural dimension refers to social, economic structures and processes in
which corruption occurs (Van der Merwe, 2006). State enterprises and parastatals facilitate service delivery
to both the public and corporate institutions and thus, influence economic activities and growth in various
sectors (Moyo, 2012). According to Nsereko & Kebonang (2005), aservice delivery of water, electricity, health,
education, and housing is crucial to the growth and development of African economies. However, Makanyeza
et al. (2013) discovered that corruption and lack of accountability and transparency were among the main
causes of poor service delivery. Selamawit (2015) argues that lack of awareness, commitment, and
understanding to apply anticorruption methods are some of the obstaclesfaced in fighting against corruption
in the water sector. Attempts to improve water service delivery in Zimbabwe have been unsatisfactory mainly
because of the water shortages that are prevalent across the country. Quite often, most suburbs in Harare do
not have running water on weekends dueto either shortages or repairs (Nherera, 2016).

Water service availability is better in western suburbs than in eastern suburbs in Zimbabwe (Hove &
Tirimboi, 2011). Zimbabwe National Water Authority (ZINWA) argues that a substantial amount of unpaid
water bills by individuals, mines, agricultural estates, government departments and local authorities are
crippling the operations of the parastatal and preventing equitable access to essential water by all
(Muvundusi, 2015). The Zimbabwean government's efforts to provide clean and efficient water supplies have
been marred by allegations of corruption and lack of transparency. To date, debates on how best to improve
efficiency and reliability of water supplies, while curbing corruption, are still raging on (Sithole, 2013).
Selamawit (2015) suggested the involvement of the community, the private sector, and civil societyto
collectively fight corruption and minimise the monopolistic nature of the service.

Research Questions: Defined questions make it possible to find evidence-based solutions to the problem of
corruption in the water services (Davies, 2011). Question 1 is the main research question. Questions 2 to 5
are the sub-questions that this study is attempting to answer.

e  What are the most effective strategies to curb and eradicate corruption and improve water service

delivery?

e  Which types of corruption are the most common in the water sector?

e  What factors or circumstances influence corruption in the water sector?

o  What are the effects or consequences of corruption?

2. Literature Review

Theories of Corruption: Corruption is characterised by a range of factors such as economic and social and is
the result of dynamic relationships between individuals, groups, institutions, the private sector, the public
sector and the state (Department for International Development, 2015). It is for this reason that Breit et al.
(2015) believed that undertaking more theoretical reflections on corruption can help to understand the
meaning of it as well as findbetter ways to eradicate it. Marquette & Peiffer (2015) also suggested that anti-
corruption interventions need to better understand, from a theoretical perspective, why corruption can be
usedby people as a problem-solving approach, particularly in weak institutional environments. According to
Persson et al. (2013), the principal-agent theory explains the conflict that arises between principals who look
after the public interest and agents who engage in corrupt activities. Booth (2012) observed that with this
theory, agents undermine the principal’s interest in pursuit of their interests through corruption. A principal
is unable to monitor an agent effectively, normally due to lack of information. Chakrabarti (2000) tested the
agent-based theory of corruption and found that corruption at the individual level leads to corruption at a
societal level.
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The predominant theoretical approach to corruption has always been based on a principal-agent model
discussed above. More recently, corruption has been viewed from a collective action perspective, whereby all
stakeholders including bureaucrats, rulers, and citizens are participants of corruption (Department for
International Development, 2015). These stakeholders weigh the rewards and costs of corruption such that,
for example, a citizen may be corrupt because the costs of not being corrupt or acting in a more principled
manner far outweigh the benefits (Persson et al,, 2013). A collective action theory purports that the same
corrupt behaviour and decisions made by individuals occur but within a wider society. When corruption
occurs collectively, it becomes systemically pervasive and difficult to monitor and control as people may lack
the will to act (Marquette & Peiffer, 2015). The public choice theory is when an official makes a choice to act
corruptly, and the organisational culture theory is when a group culture and aspects of the workplace
encourage an official to act corruptly (De Graaf, 2007).

Forms of Corruption: Corruption exists in many forms at various levels of service delivery. Corruption
normally occurs in the form of embezzlement, procurement scam, extortion, bribery, fraud, kickback, gifts
and tips, nepotism and tribalism in recruitment, appointment, or promotion, misappropriation of public
funds, institutionalized, a