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Abstract: Understanding and predicting consumer behavior will help e-commerce businesses improve 
customer satisfaction and devise better marketing strategies. This study is intended to explore the use of 
decision tree algorithms in predictions of consumer purchase behavior in the e-commerce platform in Malaysia. 
Comparing the performances of J48, Random Tree, and REPTree decision tree models using an online shopper 
dataset collected by surveying 560 Malaysians, on various aspects like accuracy, precision, recall, and F1 score. 
Results indicate that the highest accuracy has been achieved with the Random Tree algorithm, outperforming 
J48 and REPTree. The results will, therefore, form the basis upon which e-commerce can restrategize its 
marketing programs for better customer engagement. This is an important study in that it shows the efficacy 
of applying a decision tree algorithm to understand customer behavior in the context of Malaysia and adds to 
the growing body of knowledge in predictive analytics in e-commerce. 
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1. Introduction  
 
E-commerce in Malaysia is growing, and this generally means increased digitization and a shift in consumer 
behavior. To be able to compete in this fast-growing market, companies should be sure to rely on machine 
learning and AI. The technology will help explain and predict consumer preferences and behavior while 
shopping. According to Digital Malaysia 2020, half of Malaysians shop online, and 82.9 percent of mobile users 
use their phones to shop online. It is expected, in turn, that from 2023 to 2027, an additional 2.9 million people 
will join Malaysia's e-commerce market. Because of the unique cultural diversity represented by the Malay, 
Chinese, and Indian communities, Malaysia comprises a complex and enriched environment in which research 
into consumer behavior in e-commerce can be conducted. This diversity influences purchasing patterns, 
preferences, and motivations that need understanding in the Malaysian context. The takeaway from such 
studies can be used to inform focused marketing strategies that allow businesses to align operations with what 
is expected by consumers. This may also assist in helping policymakers develop programs that continue to 
support growth in e-commerce, particularly in underserved areas.  
 
Even though Malaysia is considered an advanced country in the domains of e-commerce and machine learning, 
there exist some unique challenges that it faces in adapting to these technologies. Regarding Loh and Teoh 
(2021) and Vachkova et al. (2023), machine learning in Malaysia is still in its very infant stages. The existing 
technological facilities need to be used very judiciously so that economic growth can take place along with 
international expansions, but in this regard also, there exists a lot of disparity. Still, formidable challenges 
involve heavy investment in building up a strong technology infrastructure, training the workforce, and privacy 
and security management of users' data. Castillo and Taherdoost (2023) continue to explain that although big 
global companies such as Amazon, Alibaba, and Rakuten remain on top using AI in big data and chatbots, 
Malaysian firms lack the latest technology, restrictive regulations, and human resource deficiencies in 
developing required digital skills. These questions indicate the divide between global developments and local 
adaptation, hence caveating the fact that an approach tailor-made to fully uncover AI and ML integration into 
the Malaysian e-commerce market needs to be put into the sling of affairs. 
 
One of which is that many studies (e.g., Kiew et al., 2021; Kuswanto et al., 2020; Alhakim et al., 2023; Pe et al., 
2020; Sarangapani et al., 2023) have found several factors that influence consumer behavior online, including 
attitude, motivation, perceived risk, and demographic variables. Although these studies have been able to shed 
much valuable insight, they have often relied upon descriptive models of consumer behavior that capture a 
snapshot at any given time and fail to examine how these factors dynamically interact over time to predict 
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future behavior. Most research conducted in Malaysia has not taken full advantage of machine learning 
approaches yet for more accurate results. However, much has been looked upon in terms of the merits and 
demerits of predicting consumer behavior, a thing that has created a gap in research work targeting Malaysian 
consumers. This study will specifically set a goal of understanding local consumer behavior in the Malaysian 
context as a way of addressing this gap and reacting to the fast-rising e-commerce market nature. Previous 
studies only considered general online consumer behavior without fully considering the unique features of the 
Malaysian market. This paper applies the machine learning approach in decision tree analysis, targeting the 
study of analyzing and predicting Malaysian consumer behavior. In turn, decision trees are handled as very 
effective means to catch other complex non-linear data patterns in large data series and provide an organized 
and interpretable model for decision-making. With specific reference to the Malaysian online market, 
uniqueness springs from the cultural diversity in which it operates, the rapid technology adoption, and the 
steadily growing demographics that are young and tech-savvy. Such characteristics will be brought to light only 
through a proposed approach. A model specification developed in the light of these unique market 
characteristics, therefore, shall seek to assist electronic commerce businesses in Malaysia in current marketing, 
personalization of customer experiences, and operational efficiency improvement. 
 
2. Literature Review 
 
Key Theories of Consumer Behaviour in E-Commerce 
E-commerce has significantly changed the means through which customers purchase their products, 
particularly in Malaysia, where online shopping has rapidly raised its demand after the COVID-19 pandemic. 
Understanding consumer behavior in the digital era is quite significant for e-commerce-based enterprises, 
especially when it turns to the habits of the online shopper. As can be seen from the standpoint of increasing 
income, it can offer an efficient marketing strategy. According to Beck & Ajzen (1991) Theory of Planned 
Behavior, attitudes, subjective norms, and perceived behavioral control influence online users in terms of their 
intention to carry out the behaviors online. This theory has been among the widely used theories to explain 
purchasing behavior, including online shopping. Decision tree algorithms can powerfully model TPB 
components by analyzing big datasets in search of patterns in attitudes, norms, and control factors that predict 
online shopping behavior. Opportunity of use, perceived ease of use, and attitude are other variables adopted 
in using segments of data, and decision trees create assumptions of consumers' decision rules for the final 
actual prediction of whether consumers are likely to make a purchase, hence; operating TPB in a usable, 
practical, and empirically testable manner. 
 
Another old framework that this work embarks on is Howard Seth's model. This is a voluminous theoretical 
framework that claims to cover the consumer decision process. The model developed by John Howard and 
Jagdish Sheth is applied extensively in marketing and psychology to gain insight into how external variables 
influence choices that occur in an individual consumer(Howard & Sheth, 1968). It synthesizes different 
elements that include perceptual and learning constructs, to expand the view on the mechanisms of consumer 
decision-making. This model upholds the idea that consumer behavior is not only the result of immediate 
stimuli or overt acts but is an intricate interplay of many variables. It is therefore very significant to first 
understand this theory of behavior to form a base on which any prediction of consumer behavior stands, which 
will be necessary for coming up with an optimum e-commerce strategy. It is a high level of complexity that 
decision trees address by analyzing a group of factors together with the most determinable variable of influence 
on consumer decisions, such as marketing effort, consumer perception, and past purchase behaviors, when 
predicting future purchases for offering the best e-commerce optimization strategies. 
 
Predictive Analytics in Modern E-Commerce 
Predictive analytics has now become a powerful tool that helps in foreseeing the behaviors of customers in the 
digital world and provides noteworthy advantages to e-commerce businesses by making decisions based on 
their past data. The rationale for this has been related to the fact that consumer behavior is becoming 
increasingly complex in the digital space. Sales forecasting and decision-making based on sales have seen an 
enhancement in the Egyptian e-commerce industry with the help of predictive analytics, as found by Morsi 
(2020). This study identified that predictive analytics could reach the uncovered information about sales 
trends, optimize inventory, and enable better corporate planning. The results of this study indicate the role and 
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importance of data-driven approaches in the highly competitive world of e-commerce in general but in 
developing countries like Egypt. 
 
In Malaysia, e-commerce is growing at an unprecedented rate. According to Kathiarayan (2022), the COVID-19 
pandemic has significantly increased e-commerce in Malaysia. In addition, data from the Malaysian 
Communications and Multimedia Commission shows a 48.8 percent increase in online shoppers from 2016 to 
2018 (Alomari et al., 2021). A report by Statista (2024) predicts that this trend will continue, with 7.6 million 
more e-commerce users expected between 2024 and 2028. Due to the increase in online shopping, especially 
in Malaysia, there is a clear change in consumer behavior, which emphasizes the need to use decision trees for 
more thorough user data analysis. In the Malaysian context, a study by Choong et al. (2021) who focused on the 
importance of predictive analytics in predicting vegetable prices on e-commerce platforms, this study 
accurately addresses the unique challenges faced by farmers and the agricultural sector in Malaysia. Through 
surveys and experiments, this study identified that using advanced technology, especially in big data or 
machine learning can help solve the problem of food shortages. The study highlights that implementing an e-
commerce platform with price forecasting tools can help SMI farmers better manage their products and avoid 
losses, emphasizing the need for such a platform in the Malaysian agricultural sector to achieve at least 80% 
accuracy in predicting vegetable prices, by that improves food supply management and supports government 
policy. 
 
Furthermore, Bradlow et al. (2017) discuss how big data and predictive analytics are informing the functioning 
of retail organizations. The mentioned five elements, consisting of customer behavior, product knowledge, 
time, location, and sales channels, remain the focus of this study. These findings mean that, through the support 
of data sources, statistical tools, and theoretical concepts, merchants can get more accurate results in predicting 
customers' behavior, better inventory levels, and greater confidence in decision-making. It further iterates that 
effective analysis can only be realized through the integration of theory-driven methodologies with big data. It, 
therefore, calls for addressing ethical and privacy challenges in the business world. 
 
Decision Trees and E-Commerce Behaviour 
Among different predictive analytics techniques, decision tree algorithms gained popularity due to their 
simplicity and interpretability. A decision tree belongs to the class of nonparametric models that split the data 
into branches based on the values of selected features. Because of this, decision rules become straightforward 
to understand. Ketipov et al. (2023) made predictions of user behavior based on their personality attributes 
using decision trees and random forest models. The personality qualities studied here give a smaller picture, 
and the greater element of consumer behavior is left under-explored. Though this model shows excellent 
predictive ability, the personality trait focus of the study does present limitations. In this respect, future studies 
should be directed toward increasing the dimensions of user behavior to broaden the comprehensiveness and 
applicability of the findings. Overall, decision tree algorithms have shown promise in predicting customer 
behavior for online shopping, especially in the context of optimization or integrated approaches with other 
statistical methods. However, more research is necessary to understand their complete strength and 
weaknesses compared to other machine learning models. It is expected that the research will dwell on their 
performances when used independently. 
 
This is further followed up by Ansari and Riasi (2019) in their study using the decision tree to find the J48 
algorithm preference of shopping centers for higher-income households vis-a-vis the preference of stores for 
lower-income groups. Although these studies have contributed immensely to the understanding of 
demographics, their scope has been limited and focused on the site of shopping selection. The findings would 
be more in-depth and generalizable, furnishing a holistic insight into consumer behavior, by extending the 
scope of the study to include various acts of consumer behavior. For instance, Kareena and Kumar (2019) 
designed a hybrid classifier that involves decision trees and KNN utilized for user behavior prediction from 
Amazon reviews, and it outperformed the Naive Bayes approach. Although the hybrid model shows good 
predictive accuracy, it is based on a combination of algorithms that do not distinguish the individual 
performance strengths of each of these approaches. Future research should mainly focus on decision trees 
regarding independent assessment to establish best practices and gain insight into how effective the models 
are. 
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Zhenyu Liu (2019) adopted a stacking approach to combine decision tree models. The result was that he had 
high predictive performance for future purchases. Enabling this ensemble method to successfully take 
advantage of various models proves the value of such an approach. Otherwise, this success points out that only 
limited research effort was placed on investigating the performance of single decision trees. Further studies 
are therefore recommended to assess how well these decision trees perform separately and thus determine 
whether they work in isolation to be able to shed additional light on their performance taken on a stand-alone 
basis. 
 
The research by Gkikas et al. (2022) used a hybrid model, combining decision trees with genetic algorithms to 
achieve an accuracy of more than 90% in consumer behavior forecasting. This is a strong improvement in the 
accuracy of the forecast, hence justifying the use of a hybrid model which uses genetic algorithms coupled with 
a decision tree. However, the emphasis that this study places on hybrid models belies the capabilities of 
standalone decision trees, and it suggests that future research is required to, in the first instance, investigate 
core decision tree models before considering enhancements through hybridization. Given this context, there is 
an apparent lack of understanding regarding how well standalone decision trees are doing, especially in the 
Malaysian e-commerce landscape. This paper, therefore, tries to fill that gap by assessing the effectiveness of 
decision trees in predicting consumer behavior based on demographics and psychographics with due regard 
to the ethical implications of deploying predictive analytics in e-commerce. 
 
3. Methodology 
 
The proposed methodology includes the following steps for the analysis of the consumer behavior data: online 
survey-based data collection, application of preprocessing techniques in datasets, decision tree machine 
learning algorithm for predictions after preprocessing, and classification metrics to compare algorithmic 
performances on all datasets, followed by test data analysis based on the parameters of the dataset. Each of 
these steps is explained in detail in the subsections describing the methodology. 
 
Data Collection: This research performed data collection as an online survey among Malaysian consumers 
aged 18 and above who have been active in buying at least one item online using the internet. This approach 
will ensure comprehensive data is collected, which portrays a diversified range of consumer behaviors and 
their preferences. This data set consists of 85 features and 560 instances. This shows that this piece of data has 
a very comprehensive base for analysis. Described in Table 1 is the pre-processed data. 
 
Table 1: Data Description before pre-processing 

No Attribute Description 

  1 Gender Consumer’s gender 
2 Age Consumer’s age 
3 Level of Education Consumer’s level of education 
4 Ethnicity Consumer’s ethnicity 
5 Annual income Consumer’s annual income 
6 Employment status Consumer’s employment status 
7 Current residential location Consumer’s current residential location 
8 Frequency of online shopping How frequently the consumer visits online shopping 

platforms 
9 Average time The average time the consumer spends online 

shopping 
10 Type of products Products that are usually purchased by the consumer 
11 Age Consumer’s age 
12 Attitude  

(BA1, BA2, BA3, BA4, BA5, BA6, BA7) 
Attitude factors influence online purchasing 
behaviour 

13 Perceived Risk  
(BB1, BB2, BB3, BB4, BB5, BB6) 

Perceived risk factors influence online purchasing 
behavior 

14 Trust and Security  
(BC1, BC2, BC3, BC4, BC5, BC6) 

Trust and security factors influence online 
purchasing behavior 

15 Psychological  Psychological factors influence online purchasing 
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(BD1, BD2, BD3, BD4, BD5, BD6 behavior 
16 Hedonic Motivation  

(BE1, BE2, BE3, BE4, BE5) 
Hedonic motivation factors influence online 
purchasing behavior 

17 Promotion  
(BF1, BF2, BF3, BF4, BF5, BF6) 

Promotion factors influence online purchasing 
behavior 

18 Product Price  
(BG1, BG2, BG3, BG4, BG5, BG6) 

Product price factors influence online purchasing 
behavior 

19 Privacy  
(BH1, BH2, BH3, BH4, BH5, BH6) 

Privacy factors influence online purchasing behavior 

20 Emotional  
(BI1, BI2, BI3, BI4, BI5, BI6) 

Emotional factors influence online purchasing 
behavior 

21 Perceived Benefits  
(BJ1, BJ2, BJ3, BJ4, BJ5, BJ6) 

Perceived benefit factors influence online purchasing 
behavior 

22 Accessibility  
(BK1, BK2, BK3, BK4, BK5, BK6) 

Accessible factors influence online purchasing 
behavior 

23 Online Purchasing Behaviour  
(C1, C2, C3, C4, C5, C6, C7, C8, C9, C10) 

Will the consumer purchase? (Output variable) 

 
Pre-Processing: Generally, data pre-processing is an essential process for cleaning the data, which then 
ensures the reliability and consistency of the dataset. It began with data cleaning, by removing missing values 
and unnecessary columns, followed by a selection of the important attributes based on research needs. It also 
involved data transformation and application of SMOTE to handle class imbalance, thereby increasing the 
number of instances in the dataset from 560 to 1,126. The final data set consists of 30 features, and 1,126 
instances, out of which there are five class labels: "definitely wouldn't purchase," "probably wouldn't purchase," 
"might purchase," "probably would purchase," and "definitely purchase." 
 
Data Modeling: The pre-processed dataset after the cleaning process was then ready for machine learning 
algorithms to predict and analyze. Thereafter, 10-fold cross-validation was done to increase accuracy. Training 
and test samples were randomly selected from the base set for each classification, enabling models to be trained 
and tested and classification accuracy measures estimated for each classifier. Different methods of data mining 
were used in this study, but the focus remained on DT classifiers through the implementation of three methods, 
namely J48, Random Tree, and REPTree. 
 
Decision Tree Algorithms: Decision trees are one of those flexible and interpretable machine learning 
algorithms that perform classification as well as regression. Examples of important decision tree algorithms in 
WEKA are J48, Random Tree, and REPTree. J48 can be seen as an implementation of C4.5; the construction of 
J48 is based on information gain to split the data and then prunes to avoid overfitting for the sake of 
interpretability. Random Tree constructs multiple unpruned trees using random subsets, which makes it more 
robust by ensemble learning. REPTree builds trees based on information gain and then prunes these with 
reduced error pruning, which is employed to guarantee efficiency combined with generalizability. These 
algorithms balance simplicity, robustness, and efficiency for a variety of data analysis tasks. Here's a bit more 
detail on each of the methods: 
 

• J48: This is the implementation of the C4.5 algorithm that builds a decision tree by computation of 
information entropy. It is widely used since it is simple, besides being effective in generating 
understandable rules (Gyimah & Dake, 2019). 

• Random Tree: Using the concept of several decision trees that consider random subsets of features 
and instances, this classifier provides stronger robustness, reducing the possibility of overfitting 
(Obiedat, 2020). 

• REPTree: A fast decision tree learner. It builds a regression/decision tree using information gain/ 
variance reduction and prunes it using reduced-error pruning. It efficiently handles large datasets and 
noisy data (Abana, 2019). 
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Performance Measurement 
The performance of the decision tree algorithms was evaluated in terms of accuracy, precision, recall, and F1 
score. A complete analysis of the test data will be done by the different parameters of the dataset to 
meaningfully assess the performance of the models and point out improvements in the models. This would lead 
to the later extraction of useful understanding regarding how the performance, merits, and deficiencies of such 
models can be improved in the future. 
 

• Accuracy: Measures the proportion of correct predictions made by a model out of the total number of 
predictions. 

• Precision: Measures the proportion of positive class predictions that are correctly identified as 
positive. A higher precision score indicates that the model is more accurate and reliable in identifying 
positive samples. 

• Recall: Measures a model’s ability to correctly identify positive instances from the total number of 
actual positive instances in the dataset. It quantifies the proportion of true positive instances that the 
model successfully predicted as positive out of all the positive instances present. 

• F-measure: Known as the F1-score, it combines precision and recall into a single metric, providing a 
balanced evaluation of the performance of a classification model, especially useful when dealing with 
imbalanced data sets in which the distribution of classes is irregular, and accuracy alone could be 
misleading. 

 
5. Results and Discussion 
 
This section presents some comparative experiments using some decision tree models, namely J48, Random 
Tree, and REPTree. These tests have been conducted on three different datasets. Cross-validation was used in 
the research investigation to evaluate the model. The metrics of assessment used in evaluating and comparing 
the classification models included accuracy, precision, recall, and F1 score. Results for each model run on each 
of the three different datasets are given in Table 2. 
 
Table 2: Accuracy, Precision, Recall and F-Measure for Three Different Datasets 

Dataset  Model Accuracy Precision Recall F-Measure 
 

1 
J48 86.14% 0.859 0.857 0.858 

Random Tree 89.16% 0.888 0.890 0.889 
REPTree 83.83% 0.830 0.836 0.833 

 
 

2 
J48 81.26% 0.805 0.809 0.807 

Random Tree 87.56% 0.870 0.872 0.871 
REPTree 76.55% 0.755 0.759 0.757 

 
 

3 
J48 86.05% 0.857 0.856 0.857 

Random Tree 89.34% 0.889 0.890 0.890 
REPTree 82.86% 0.820 0.825 0.823 

 
All the datasets proved that the Random Tree model outperformed other models, as it had higher values of 
accuracy, precision, recall, and F1 scores, as observed in Table 2. While the J48 algorithm gave very performing 
and balanced values across all metrics, a bit more brittle, REPTree showed competitive results even if it came 
out as the weakest performance model compared to the other two. These findings are lent credence by the fact 
that the Random Tree model can handle several datasets and also that it is a working model for the classification 
tasks being investigated in this study. Because of this, the Random Tree model is not only reliable but also has 
a very high degree of precision; hence, it is suitable for application in further studies of consumer behavior and 
any other investigations that may be relevant to this area. The results of the study show the requirement in 
testing several models to come up with the best performance algorithms that could carry out certain data and 
serve desired goals. 
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Figure 1: Performance comparison of Decision Tree Model Across Multiple Datasets: (a) Accuracy 
comparison across models and dataset; (b) F1 score comparison; (c) recall score comparison; (d) 
precision score comparison 
                                    a)         b) 

 
c)      d) 

                                                                                                          
Figure 1 illustrates the detailed performance comparison across the datasets of the three Decision Tree models: 
J48, Random Tree, and REPTree based on four prime performance metrics, namely Accuracy, Precision, Recall, 
and F1 Score. From Figure 1(a), it can be seen that the F1 Score of the Random Tree model is higher across all 
data sets compared to the other two models, J48 and REPTree, indicating relatively better overall performance. 
Figure 1(b) illustrates the Recall of the models—their ability to retrieve all relevant instances. Also, like the F1 
Score illustrated above, for all the datasets, the highest recall values correspond to the Random Tree model, 
which is thus more effective at retrieving actual positives. 
 
Figure 1(c) shows the Precision, or in other words, the measure of goodness of models in terms of correct 
predictions among those forecasted as positive. Once again, the Random Tree model presents higher precision 
values for most of the datasets tested here, and thus, it is more precise when predicting positive cases. Finally, 
Figure 1(d) presents the Accuracy of the models, determined by the rate of correctly classified instances. 
Among the models, the highest accuracy is achieved by the Random Tree model, followed by J48 and then 
REPTree. The Random Tree model outperforms J48 and REPTree models on all performance measures in F1 
Score, Recall, Precision, and Accuracy over the three datasets. That would mean that a Random Tree model 
would be most effective in terms of overall performance, therefore making it a better choice to predict 
consumer behavior in context. 
 
5. Conclusion 
 
In this present study, the J48, Random Tree, and REPTree decision tree models were explored in comparison 
to show a very good prediction of consumer purchasing behavior on e-commerce platforms in Malaysia. Models 
were evaluated based on accuracy, precision, recall, and F1 score using cross-validation. Surprisingly, the 
Random Tree model has sent consistent signals of its effectiveness concerning consumer behavior prediction. 
This model performed significantly better than the J48 and REPTree on all datasets tested. J48 was robust, 
presenting balanced metrics, but REPTree, though it received the lowest scores, also turned out competitive. 
The contribution of this research has added to the study and provided relevant information about the 
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implementation of a decision tree model in e-commerce, specifically in Malaysia. These can serve as a guide for 
e-commerce firms in optimizing business marketing strategies and improving customer engagement through 
predictive analytics and machine learning. This provides the policy level of support for the need of businesses 
and policymakers to invest in advanced tools on data analytics that would drive evidence-based policymaking 
to enhance market competitiveness. Future research is needed into applying decision trees, as well as other 
machine learning models, to larger datasets to improve predictive accuracy and generalization. These models 
of machine learning, if applied appropriately, help the companies increase their operational efficiency enhance 
customer satisfaction and, in due course, scale up and surge forward in the highly competitive e-commerce 
domain. 
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